A PULSED ULTRASONIC FLOWMETER
EMPLOYING TIME DOMAIN METHODS

BY
STEVEN GERALD FOSTER

B.S., Illinois Institute of Technology, 1978
M.S., University of Illinois, 1981

THESIS

Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Electrical
Engineering in the Graduate College of the
University of Illinois at Urbana-Champaign, 1985.

Urbana, Illinois



A PULSED ULTRASONIC FLOWMETER
EMPLOYING TIME DOMAIN METHODS

Steven Gerald Foster, Ph.D.
Department of Electrical Engineering
University of Illinois at Urbana-Champaign, 1985

In this thesis the flow velocity profile across a vessel
is determined. Knowledge of the velocity profile is valuable
in determining the <condition of the vessel and the heart.
The time domain method (TDM) being described is an ultrasonic
approach for determining flow velocity profiles. Currently
available ultrasonic methods transmit more energy into the
body than the TDM for the same degree of accuracy and they
cannot correct for vessel motion.

The TDM measures the velocity profile by transmitting
two short wultrasonic pulses separated by a known amount of
time. Two echoes from the two pulses scattered from the
medium are amplified, digitalized, and then stored in a high
speed memory in which the digitalized data can be read by the
computer used for digital signal processing. The TDM then
cuts out a portion of the first echo at a desired range and
overlays and moves it across the second echo. The point at
which the cut-out portion of the first echo is maximally
correlated with the second echo is the change in range which
the scatterers of the second echo have moved with respect to
the first echo in the intervening time between the
transmission of the two pulses. From the change in range
information and the time interval between the two pulses, the

radial velocity of the scatterers can be determined.



In this work, the TDM is £first studied by computer
simulation. In the simulation a variety of parameters are
used: vessel diameter, beam width of the transducer, the
amount of damping of the transducer, and the type of velocity
profile. Next, the TDM is applied to determine the velocity
profile of buttermilk (substitute for blood) pumped through
tubing. The application of the TDM on the buttermilk is in
agreement with the simulation. Included is a discussion of
the sources of errors resulting from each system parameter.

The motion of the tubing can be eliminated by first
lining up the second echo with the first at the tube wall
where there is a large echo, then applying the TDM. With two
ultrasonic pulses, the TDM achieves a precision of 3% in
estimating midstream flow. Other available ultrasonic means
must use many more pulses (hundreds) to achieve the same

precision.
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I. INTRODUCTION

Of the two wultrasonic methods currently employed for
obtaining blood flow information, continuous wave (CW)
Doppler and pulsed Doppler, only the latter is capable of
providing range information. This study explores a new
signal processing technique for obtaining blood flow velocity
and range information with wultrasound. The technique is
called the time domain method (TDM).

The first pulsed Doppler devices were developed in the
mid-sixties [1]. A system developed by Baker transmitted
periodic (coherent) wultrasonic pulses consisting of five
cycles at the resonant frequency of the transducer (5
megahertz (MHz)) at a pulse repetition rate between 12.5
kilohertz (kHz) and 25 KkHz [2]. To understand the signal
processing employed, it is helpful to examine the general
expressions describing the waveform £(t) and the Fourier

series F(t) of such pulsed Doppler systems,

swil+ AT ts AT 4nT
INOE , Eq. (I.1)
be) e(Sewukere
F@) = 24 b sinZXy Eq. (I.2)
K=1

by = N‘TTG [smc[MTa(Fo-k‘:rﬂ - sav\c,[ma(%wk?ﬁ] Eq. (I.3)



where T (f.) is the pulse repetition period (frequency),
£, (T,) 1is the resonant frequency (period) of the transducer,
N is the number of cycles in the pulse burst, and n is an

integer. For large N and f£_,> 0 then;

lOu = _A’}T:ri SWV\@[MTO(‘FO - k\\:'r\] ' Eq. (1.4)

The receiver used a gate to select the echo from a desired
range, mixed the gated portion of the echo with the 5 MHz
sinusoid, and low pass filtered the output. The Doppler
shift was determined from the average frequéncy of this low
passed output. It should be noted that only the energy of a
single spectral line was used in the mixer; the energy of the
other spectral lines was lost. From Eg. (I.4) it can be seen
that the energy in the spectral line is equal to the product
of duty cycle (N*T,/T) and the total power in the waveform.
For Baker's system [2] the duty cycle was 1/80 to 1/40
resulting in the use of 19 to 16 decibels (dB) less energy
than the total available energy. A system (such as the TDM)
that uses all the energy in the gated portion of the echo
will have a corresponding increase in signal-to-noise ratio.
Other researchers have stayed with Baker's pulse-coherent
system which Baker introduced with little modification of the
underlying system principle [3,4].

The duty cycle of pulsed Doppler systems can be
increased by transmitting a 1long pulse of a random (or
pseudorandom) waveform without the accompanying reduction of

range resolution that transmitting a longer pulse of a pure



sinusoid would provide. Bendick [5] was the first to use a
random waveform for determining the Doppler shift from blood
flow by ultrasonic means. Bendick transmitted a random
Gaussian waveform, received the resulting echo, mixed the
echo with a delayed version of the transmitted waveform, and
low pass filtered the output of the mixer. The output of the
low pass filter contained the Doppler shift. Jethwa [6] also
used a random Gaussian waveform, but he was able to operate
at a lower average pulse repetition rate without introducing
velocity ambiguities by wusing random pulse staggering. By
operating at lower average pulse repetition rates, the amount
of clutter (uncorrelated echoes from ranges  other than the
range of interest) was reduced and the signal-to-noise ratio
was improved.

Cathigol [7] transmitted a non-Gaussian pseudorandom
waveform instead of a random Gaussian waveform. The waveform
was generated by a logic circuit and the delayed waveform
needed for the mixer was simply the waveform being passed
through a shift register. The use of random Gaussian
waveforms requires an analog delay line.

Still another potential problem of presently available
Doppler blood flow measurement systems is that the Doppler
angle (the angle between the vessel and the transducer axis)
is needed to quantify blood flow measurements. Three methods
of determining the Doppler angle have been developed. In the
null method, the transducer is moved in an arc with respect
to the vessel to determine the angle for a minimum Doppler

shift (or null), the 90 degree Doppler angle [l]. Other



Doppler angles can be found by reference to this angle. The
major difficulty with this method is determining the plane in
which to rotate the transducer since the plane containing the
vessel 1is not known. Another point is that the null is
broad, making the exact null angle difficult to ascertain.
These difficulties make the null method the most inaccurate
of the three methods discussed herein.

In a second method (the image method) the Doppler angle
may be determined by imaging the vessel to find the
orientation with respect to the transducer [1]. The image
method has a very costly image processor.

The third method is the triangulation method. It  uses
three transducers whose axes are orthogonal and whose focal
points are situated at the same point in space [8]. The
method eliminates the subjectivity inherent in the null
method. However, the cost of increased circuitry, the
addition of two precisely aligned transducers, and problems
of clinical implementation are disadvantages.

Varner et al. [9] showed that in the case of a single
scatterer, the Doppler angle is related to the inverse
tangent of the ratio of the bandwidth of the reflected signal
to its center frequency. The experimental usefulness of this
method has yet to be demonstrated.

Even with the limitations described above, the Doppler
shift has been employed clinically as a measure of the blood
flow speed. This may largely be due to the instrumentation
developement, in that all Doppler devices are FM receivers

which can be constructed with relative ease. However, even



in the most ideal «case of randomly distributed scatterers
with uniform velocity, the Doppler shift will be a random
process with a mean which is directly related to the speed of
the scatterers. The Doppler receiver must estimate this
mean. If a nonrandom parameter related to the speed of the
scatterers could be used, then the measurements might be
subject to less variation. One such parameter is the change
in range of a target between ultrasonic pulses. That is, if
the second echo must be moved 0.1 millimeter (mm) in range to
match the first echo, and the time between transmission of
the two pulses is 1 millisecond (ms), then the scatterers are
moving at a speed 0.1 mm / (2 *0.001 s) = 50 mm/second (s)
axially with respect to the transducer. Until the advent of
high speed analog to digital converters (A/D) there was no
simple way to implement this approach.

The time domain method presented in this thesis for
determining blood speed exploits the idea of measuring the
change in range between the same scatterers in two successive
echoes and using the interpulse time interval. The TDM and
pulsed Doppler methods are each capable of providing: (1)
the velocity profile across the vessel, (2) the Doppler angle
(hereafter called the viewing angle when discussing the TDM),
(3) the direction of flow, and (4) the subtraction of
stationary targets. Blood flow measurements at several
ranges across the vessel are needed to determine the velocity
profile. If the flow rates are to be obtained
simultaneously, this requires duplication of the hardware for

each range 1in pulsed Doppler systems. The TDM has the
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advantage of requiring no additional hardware. The velocity
estimates using the TDM are dependent on the angle between
the axis of the transducer and the axis of the vessel. The
pulsed Doppler technique must use one of the aforementioned
methods for finding the Doppler angle, whereas the TDM can
potentially measure the angle through the statistics of the
echoes (using only one transducer). The TDM determines the
direction of flow of the scattering medium without any
increase in hardware; however, pulse Doppler techniques
require a more sophisticated demodulation method, such as
quadrature detection, to determine direction. To eliminate
stationary echoes (such as multiple reflections from the
vessel wall) from the desired echo information, the pulsed
Doppler techniques use analog delay lines [10]. The TDM
finds the stationary echoes by averaging the echoes 1long
enough to remove the fast moving random returns, then
digitally subtracts the stationary echoes from each echo to
be processed.

The TDM provides the desired clinical flow information
more efficiently since it needs only two echoes to determine
the speed of the scatterers, whereas pulsed Doppler
techniques need many (hundreds). Also, the TDM utilizes all
the energy in the echo, whereas pulsed Doppler techniques use
typically less than a fiftieth of the available energy.

The major topic of this thesis is the theoretical
development of the TDM for the measurement of blood flow. A
model for the scattered signal from an ultrasonic pulse

scattered from blood is necessary for understanding the



theoretical aspects of this work. Brody [11,12] used a model
that assumed that erythrocytes were independent point
scatterers, that their positions followed a Poisson
distribution, and that their scattering coefficients were
random with a mean of zero. Newhouse [13] used the same
model for the study of the effect of the transit time of the
erythrocyte passing through the sound beam on Doppler flow
measurements.

Shung [14] found experimentally that as the hematocrit
increased to 26% the scattering coefficient increased.
However, as the hematocrit was increased further, the
scattering coefficient decreased, violating the ideal of the
erythrocyte as an independent scatterer in normal blood
(hematocrit of 45%). In order to circumvent the mathematical
difficulties of treating the erythrocyte as a nonindependent
point scatterer, Angelsen [15] divided the transducer field
pattern into one-tenth wavelength cubicals. The scattering
coefficient of each cubical was shown to be approximately
independent of the neighboring cubicals, to have a Gaussian
distribution, and to have the spectrum of the transmitted
ultrasonic pulse. The Angelsen [15] model is used in this
thesis and the term scatterer will refer to Angelsen's
cubicals hereafter and not to the constituent red blood cells
that make up each cubical.

The organization of the remainder of the material is as
follows: In Chapter 1II, the theoretical foundation of the
time domain method is discussed; in Chapter III, the theory

is wverified by computer simulation. Chapter IV gives the



experimental results which are shown to agree with the
theoretically predicted results of Chapter II. In Chapter V,
the experimental sources of error due to the qguantization of
the echo by the high speed A/D converter are discussed. In
Chapter VI, the experimental results and those predicted by
theory are compared to the results of the frequency domain
methods under similar conditions. Improvements in the
experimental arrangement and considerations for future
development are discussed in Chapter VII.

One goal of the study is to establish trends in the
selection of experimental parameters (such as the degree of
focus of a transducer) and not their optimization for a
particular clinical environment. Often it is difficult to
isolate one parameter from another; hence, making the
optimization (or the criteria for a measure of optimization)

is difficult.



II. THEORY OF THE TIME DOMAIN METHOD

A. Signal Model of the Echo from a Scattering Medium

Throughout this thesis the signal model that will be
used for the echoes from the scattering medium is bandpass
white Gaussian noise (BPWGN). Angelsen has derived this
model rigorously [15], but it will be summarized here. In
normal blood, the red blood cell (erythrocyte) is the major
scatterer and constitutes approximately 45% of the blood
volume [16]. The volume of a single erythrocyte is about 87
cubic micrometers [16]. At 5 MHz the wavelength of sound in
blood is about 300 micrometers. Assuming that the size and
shape of an acoustic particle may be a cube with the length
of each side to be a tenth of a wavelength, then each
particle contains 135 erthrocytes. A cube with sides of a
tenth of a wavelength contains a sufficient number of
erythrocytes such that a statistical approximation of a large
number of samples is applicable, and the cube is small enough
to allow the cube to behave as an acoustic particle.

In moving blood where the formation of rouleux is
minimal, there is no preferred spatial position for the
erythrocyte since all locations in the fluid have the same
probability of being occupied by an erythrocyte [15]. Hence,
a particle in the fluid will contain on the average 135
erythrocytes, but generally the number of the randomly
distributed erythrocytes in the particle will be greater than
(or less than) 135 with a corresponding greater density and
a lesser compressibility (or 1lesser density and greater

compressibility) than the average. From the Central Limit
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Theorem, the density of the scattering particle can be
approximated as a Gaussian random variable. Angelsen
continues the derivation stating that since the number of
erythrocytés in neighboring particles is independent and
interaction between erythrocytes is not likely to extend more
than a couple of blood cell diameters, the density and
compressibility of the particle can be approximated as
Gaussian independent variables [15]. Hence, the reflection
coefficient of each particle can be modeled approximately as
a Gaussian independent variable.

Each particle scatters back to the transducer an
amplitude modulated replica (dependent on the relative
compressibility and density difference of the particle) of
the transmitted pulse. The intervening tissue will interact
with the scattered ultrasound by attenuating the wultrasound
and by presenting multiple return paths which will distort
the ultrasound waveform. In this study the scattering fluid
is contained in a tube submerged in a water bath where
multipath phenomenon and attenuation played a minor role;
hence, these effects are not considered in the signal model
of the echo. The signal at the receiving transducer consists
of the sum of all the individual echoes from each of the
acoustic particles, delayed by the time that the ultrasound
takes to travel from the source transducer to the particle
and back to the receiving transducer. 1In this study the same
transducer was used for transmission and reception. The
mathematical representation of the amplified electrical

signal received by the transducer is given by
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w({;)*—“—jz ARYVK (R t- é‘%‘-)cﬂf Eq. (II.1)

where A(R) is the random reflection coefficient (zero mean
and a variance of ol), h(ﬁ,t——")‘—!gi ) represents the echo from
the particle _dR3 with a reflection coefficient of unity
positioned at R (see Figure 1), and c is the speed of the
ultrasonic wave in the medium.

The function h(ﬁ,t—gégl ) is the system impulse
response. The system impulse response is defined as the
waveform that is available to the processor from an
ultrasonic pulse (generated and detected by the system)
reflecting from a single scatterer at position R. Since the
system is assumed to be 1linear, the band limiting of the
system will be characterized by an ultrasonic pulse identical
to the system impulse response, and the rest of the system
(transducer, water path to scattering medium, and amplifier)
can be assumed to be frequency independent.

The transmitted pulse rings for several cycles (the
transducers used in this study had a Q of approximately 4,
see Section IV.C.) and thus has a spectrum consisting of a
band of frequencies centered about the resonant frequency of
the transducer, i.e., a bandpass spectrum. Since the echo
from the fluid consists of the sum of all the echoes from the
scattering particles within the £fluid, the echo from the
fluid will also be characterized by a spectral band. The sum
of these independent, bandpass Gaussian amplitude modulated
echoes appears as a bandpass white Gaussian signal. The

signal in this case resembles the noise on the output of a

tuned amplifier resulting from thermal noise on its input.
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Figure 1. Transducer orientation with respect to the scattererxs.
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The BPWGN model is consistent with the experimental findings
on the statistical parameters of the received signal (see
Chapter 1V).

One of the important characteristics of BPWGN is the
sharpness, or Q, of the bandpass region where the Q is the
center frequency divided by the 3 dB bandwidth. For example,
if the Q is 0.5, BPWGN will appear as structureless. For
high Q, the BPWGN sigﬁal will look like a sinusoid with a
slowly varying amplitude. Figure 2 gives some examples of
BPWGN for various Q's. The spectrum of the waveforms in the
figure is of a 6 pole Chebyshev bandpass filter with 1 dB of
ripple in the pass band [17]. The filter was selected
because it is causal, closely matches the response of the
system used in this study, and is a well-known response. The
Chebyshev response will be assumed throughout the thesis in

the theoretical derivations and in the computer simulations.

B. Determination of the Change in Range of a Scatterer

This section will concern general principles of the
correlation procedure which ensures determination of the
amount that the scatterers move between the two transmitted
pulses employed.

The model assumes that the scattering fluid is
represented as a large number of independent scatterers. To
assist in the understanding of the correlation procedure used
in this study, consider the results of the procedure when
applied to a single scatterer.

The change in range of an echo from a single scatterer

is found by a correlation procedure which is pictorially
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represented in Fiqgure 3. It shows the range of the first
echo, w,(t), as the reference point for range measurement.
T seconds later, a second ultrasonic burst is transmitted and
the second echo, w,(t), is received, but shifted down range
by Ts from the first echo. The bottom waveform in Figure 3

is the correlation function of the two echoes defined by

[+4)
R(T) = w, (t)w, (t+T)dt Eq. (II.2)

-0

The two echoes are identical except for the second echo being

delayed from the first:

wa(t) = w, (£-Tg) Egq. (II.3)

Hence, R(T) = | w, (t)w, (t-Ts+Mdt = R, (T-T,) Eq. (II.4)

— Y

where Ry (T-Tg) is the autocorrelation function of w,(t) and
thus maximal when the argument of the autocorrelation
function is zero, i.e., when T=T¢. Hence, the amount of
change in range of the second echo with respect to the first
echo is found at the position where the correlation function
of the two echoes is maximal (see Figure 3).

This procedure is equivalent to the well-known radar
problem of determining the range of a target with known
reflection characteristics [18,19]. The methods are
approximately equivalent because the first echo yields the

reflection characteristics of the scatterer whereas the
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second echo is compared to determine the range at which it
looks most like the first. The maximum likelihood estimate
of the range of the second echo (assuming white additive
noise) is the point where the two echoes are maximally
correlated [18,19]. Thus the correlation procedure gives the
maximum likelihood estimate of the change in range of the
scatterer with white additive noise, assuming that the two
echoes are identical except for a time delay.

Now the equation relating the speed of a single
scatterer to the physical parameters of the transducer
location will be derived. Figure 4 shows the geometry of the
transducer and scatterer.

If the scatterer is moving with a velocity V, it moves
from position 1 to position 2 in time T, as shown in Figure
4. Note that the component of the scatterer's velocity along
the axis of the transducer is V4. The axial distance that
the scatterer has moved in time T is designated as AL
where AL=VTcos (&) . At time t=0 an ultrasonic pulse is
transmitted, and at time t=T; the echo from the scatterer at
position 1 is received. At time t=T a second pulse is
transmitted. The scatterer has now moved to position 2 and
the echo from the scatterer arrives at  t=T+T,. The
propagation time for the echo from position 2 was
T,-T, longer than that for the echo returned from position 1,
which is identical to the length of time the two echoes from
this one scatterer are shifted. Therefore, Tg=T,-T,, where
Ts is positive when the scatterer is moving away from the

transducer. (A negatige value for T¢ would mean the
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“— TRANSDUCER

AL=VAT
SOUND
BEAM
Figure 4. A schematic representation of the sound beam relative to

the direction of flow of the scatterers. L is the range
of point (1), 6 is the viewing angle, and AL is the dis-
tance projected along the beam axis. The scatterers
take T seconds to move from position 1 to position 2.
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scatterer is moving towards the transducer.) The velocity
component along the transducer axis is
cT, /2 - cT, /2

Vp = Eq. (II.5)
T

where ¢ is the speed of sound in the scattering medium.
Since the vessel is orientated at an angle ® (the viewing
angle) the result must be scaled by l/cos(@), to yield the
speed of the scatterer V:

C (TL_T, ) CTS

V = = Eq. (II.6)
2Tcos (©) 2Tcos (®)

Figure 5 shows a representation of the correlation
procedure for multiple scatterers. The bottom curve is the
value of the correlation of the window of the first waveform
with the second waveform. The value of the correlation
function is read by extending the leading edge of a window
down to the <correlation function (the finely dotted line).
Note that the second echo is delayed to the first echo by one
cycle. This indicates that the scatterers are moving towards
the transducer.

The correlation method for multiple scatterers is
applied in the following manner (see Figure 5). Two
sequential pulses are transmitted which are separated in time
by a known amount. The two returned echoes are amplified,
digitalized and stored (in the <case of this study) for
subsequent computer processing. To determine the shift
between echoes at a particular range, a rectangular window is

used to remove a segment from the first echo, w (t), at the
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particular range. This segment 1is overlayed and shifted
along the second echo, w,(t), to determine the shift that
results in maximum correlation. The amount that the windowed
data are shifted in time to obtain this maximum correlation
is directly related (except for the errors discussed in
Sections C and D) to the axial velocity of the scatterers
from the transducer. The shift.e'where maximum correlation

occurs is determined by the following expression:

A max (°°
T = 7 \w (t)w,(t+T)dt Eq. (II.7)

(=¥

C. Errors Associated with the Field Pattern of the
Transducer

To a first-order approximation, the field pattern of a
pulsed transducer will be taken as that for a CW transducer.
The simulation of Chapter III also uses this approximation.
The experimental results of Chapter IV will show the
approximation to be valid. The justification for it is that
the pulses from the transducers used in this study have Q's
of approximately 4 and, therefore, have a narrow spectrum
(1.25 MHz bandwidth) centered at the natural resonant
frequency (5 MHz) of the transducer. Hence, the pulsed field
pattern will be similar to the field pattern of the
transducer under sinusoidal excitation at its natural
resonant frequency.

The assumption that the echoes are identical is not
necessarily true since the intensity field pattern of the
spherically focused transducer is not uniform. Instead, it

has an Airy distribution perpendicular to the axis of the
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transducer and a sinc function distribution along the axis
for sinusoidal excitation [20]. For pulsed excitation the
distributions are even less uniform. Born [20] has shown
that ‘the equal phase front (co-phasal) surfaces in the focus
are substantially planar. However, the phase jumps 180
degrees at the node in the Airy distribution (surface of zero
intensity). Figure 6 is the field pattern for a spherically
focused transducer with focal length to aperture diameter
ratio of 2; the aperture diameter is 84.7 wavelengths (model
taken from Born [20]). The transducer is located at the left
of the figure. This size of transducer is similar to the
most strongly focused transducer used in our study. The
vertical curves are co-phasal curves (resulting from a plane
containing the transducer axis slicing through the co-phasal
surfaces) which are rotationally symmetric about the axis of
the transducer. The co-phasal curves are separated in the
figure by 360 degrees and the horizontal and vertical
directions have the same scale.

Born has also shown that the distance between co-phasal
fronts in the focal region is longer than a wavelength (the

wavelength of an infinite plane wave) by the factor

Q a1
["‘G_ﬁ Eq. (II.8)
where a is the radius of the transducer and £ is the focal
length. Hence, all ultrasonic measurements of the velocity
of the schtterers in the focal region will be 1low by the
factor in Eq. (II.8). For the transducer field which is
shown in Figure 6, this factor 1is 1.016; therefore, the

measurement of the speed of the scatterers will be low by
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1.6%. The three elliptical closed curves are the 3 dB, 6 dB,
and the 9 dB iso-intensity curves which are discussed below.

The scatterer at the focal point moving perpendicular to
the sound beam axis will experience a 180 degree phase shift
as the scatterer passes through the first node in the field
pattern. Hence an echo from the scatterer at the focal point
will be 180 degrees out of phase with the echo from the
scatterer at a position above the first node (but below the
second node). The correlation algorithm will determine the
shift between the echoes to be one-half of a wavelength in
error, resulting in an incorrect velocity measurement. To
keep the axial scatterer at the focal point from undergoing
a phase reversal, the lateral motion must be 1less than the
distance to the first node (1.185 BW, where BW is the 3 4B
beam width of the sound beam) which can be achieved by
controlling the time between pulses. Using the worst case
experimental parameters of this study, that is, the narrowest
beam width of 2 wavelengths, the greatest viewing angle of 75
degrees, and a nominal shift in the two successive echoes of
0.7 wavelength, the perpendicular change in position of the
scatterer at the focal point is 0.65 BW. For the viewing
angle of 45 degrees, the perpendicular change in distance
reduces to 0.175 BW,

The 1lateral intensity field pattern of an ideal
Spherically focused transducer in a nondispersive and
nonattenuating medium at the focal point is an Airy
distribution, [2J,(r)/r]1 [20] . When the same transducer is

used for transmission and for reception (as in this study),
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fhe returning intensity will again be modulated by the field
pattern. Hence the returning intensity is governed by
[2J,(r)/r]4. The fraction of energy received from a circle
centered on and perpendicular to the beam axis at the focal

length can be determined by the following expression:

e (B2,
[ e[ 22401 e

The 2Tr term in the integral is the contribution due to the

Eq. (II.9)

axially symmetric infinitesimal ring of constant intensity.

The results of the integration are listed in Table II.1.

Table II.1

Percentage of received energy from various diameters of cross
section in the focal region of a spherically focused
transducer. The diameter is measured in terms of the 3 dB
beam width (BW) of the sound beam. The number in parenthesis
is the amount in dB that the intensity of the sound field is
reduced from the value at the focal point.

Diameter Energy (percentage of total)
1.00 BW (3 dB) 78.0
1.37 BW (6 dB) 95.1
1.63 BW (9 dB) 98.8
2.39 BW (first node) 99.7

The diameters of the circles are listed as the distance from
the axis to the point that the intensity drops to the listed
level. Note that about 1% of received energy is from outside
the 9 dB boundary. For the scatterer in the neighborhood of
the node, a phase reversal will occur but the amplitude of

the echo will be very small and hence undetectable.
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The amplitude modulation plays no role in the
correlation procedure since the correlation of a function
with the scaled version of itself is equal to the scaled
autocorrelation function. The location of the maximum of a
function is not affected by scaling in the absence of noise.

A transducer with a focal length to diameter ratio of 2
has a 3 dB lateral width that is 16 times smaller than the
axial length, this corresponding to the most strongly focused
field used in this study. Thus, the modulation along the
transducer axis 1is minor compared to the modulation in the

lateral direction.

D. Limitations of the Correlation Method

At this point in the discussion it 1is necessary to
define the term "range cell."™ The range cell is the volume
of scatterers that contributed detectable amounts of energy
to the energy contained in the windowed segment of the echo.

In this section the 1limitations of the correlation
method are discussed. These limitations arise from the
windowing process, from the variation in speed of scatterers
within the range cell, from the beam width modulation of the
echo amplitude as the scatterer moves through the sound beam,
and from the received energy from scatterers located outside
of the range cell.

In order to find range information concerning the speed
of the scatterers, the received echoes must be windowed at
the desired range. This causes several types of errors:

1) A windowed waveform does not necessarily have its
maximum correlation at the actual shift.
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2) The range cell has scatterers which move at different
velocities. Thus, successive waveforms will not only be
shifted (by the average velocity of the scatterers) but
also will be distorted.

3) A range cell will contain ultrasonic energy from a band
of scatterers at the given range. Since the ultrasonic
pulse burst is of nonzero duration, the trailing edge of
the pulse brings energy from scatterers in front of the
range cell into the range cell. The energy from the
scatterers at the end of the range cell will be
truncated by the window.

4) The nonzero width of the sound beam will pick up energy
from outside the 3 dB beam width of the ultrasonic beam
and hence the signal is ©potentially modified by
Scatterers moving at different speeds than those
contained within the 3 dB beam width.

5) As the scatterer moves through the beam, the scattered
sound is modulated by the field pattern of the
ultrasonic transducer. Those scatterers which are
entering the beam will produce echoes increasing in
strength as they near the beam axis and vice versa.
Hence two successive echoes will appear as modified
versions of each other and not as simply shifted.

l. Error Associated with Windowing

The correlation procedure discussed in Section B will
not in general give the exact amount of shift between the
windowed portion of the first echo with the second echo. The
procedure is exact when the window contains all of the first
echo; the two echoes are identical except for the time shift.
However, since a portion of the first echo must be windowed
out in order to gain range information, the procedure will
not give, in general, the exact shift (even if the two echoes
are identical). For this discussion the second echo will be
assumed to be identical to the first so that this source of
error can be studied independently of errors resulting when
the echoes are not identical. These errors are discussed

later in this section.
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Computer analysis of the shift between the windowed
range cell of the first echo with itself (first and second
echoes are identical) wusing Eq. (II.2) shows that the
‘estimate is unbiased (the error in the estimate of ﬁ is
zero) and that it has a nonzero variance. In the above
referenced program, echoes are simulated by passing
numerically generated Gaussian random numbers (see Chapter
III) +through a 6 pole Chebyshev digital filter (with 1 dB of
ripple in the pass band). There are 32 sample points per
period of the center frequency of the filter. The
correlation is done by numeric integration. Since the shifts
are random (because the echoes are random), a large number of
echoes are used to achieve a better statistical estimate of
the variance of the shifts. The number of echoes used was
selected by using a number so large that doubling the number
of echoes resulted in no statistical difference at a 99%
confidence level. The number of echoes used was
approximately 16384. The term jitter will refer to the
standard deviation of the estimate of the shift expressed 1in
wavelengths. This is the average amount that the estimate of

shift wvaries with respect to the mean of the estimate from

sample to sample. The mathematical expression for jitter is

jitter = o/E[(R - ER])* ] Eq. (II.10)

where E[.] 1is the expectation operator.
Figure 7 shows the results of a computer simulation of
the jitter vs. correlation length for various system Q's (the

experimentél system has a Q of 4). The correlation length is
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expressed in wavelengths of the center frequency of the
ultrasonic pulse along the horizontal axis. The different
system Q's were simulated by adjusting various coefficients
in the digital filter. It can be seen in Figure 7 that, as
the correlation length increases, there is a general tendency
for the jitter to decrease. This happens because the
correlation more closely approximates the autocorrelation
function (which has =zero jitter in‘the estimate of actual
shift) as the correlation length becomes greater. The bottom
curve of Figure 7 represents a BPWGN signal with an infinte
Q (that is purely sinusoidal). In this curve the series of
minima and maxima that the jitter goes through as the
correlation length increases is due to the jitter being
minimum when a «correlation length of an integer half
wavelength is chosen and maximum when the correlation length
is an odd integer multiple of a quarter wavelength. The next
curve from the bottom is for a BPWGN signal with a @ of 32.
The minima and maxima occur in approximately the same
positions as those of the infinite Q BPWGN case since with a
Q of 32 the waveform will closely resemble a slowly modulated
sinusoid. As the Q decreases further, the minima and maxima
lose their identity but the Jjitter does not continue to
increase (as Figure 7 appears to suggest). To demonstrate
this, the jitter vs. Q for various correlation 1lengths is
shown in Figure 8. The correlation lengths are chosen as the
worst case lengths for the pure sinusoid case (the lengths

that give the largest local jitter).
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2. Jitter Associated with a Velocity Gradient within the
Range Cell

The scatterers within a range cell will be moving at
different velocities since the velocity flow profile across
the vessel is not necessarily uniform (it should be parabolic
in the case of fully developed laminar flow). A velocity
gradient occurs in the situation in which the scatterers are
moving at a different velocity in one part of the range «cell
to that in another. When the flow profile is not unifornm,
only part of the range cell in the first echo will 1line wup
with the corresponding part in the second echo. The other
parts of the signal of the first echo will not be perfectly
aligned with their corresponding parts in the second echo
since these parts come from scatterers that are moving with
different velocities.

One measurement of the velocity gradient across a range
cell is the distance that the fastest scatterer in the range
cell gains over the slowest scatterer in the time interval
between successive echoes. The distance gained will be
defined as the amount of separation or symbolically S(r).
Separation will be determined analytically for fully
developed laminar £flow [21] which is described by the

following expression and graphically displayed in Figure 9:

V(r) = Vmax[l-(2r/D)*] Eq. (II.11)

where
V(r)
Vmax
D
r

Radial velocity profile,

Axial velocity in wavelengths per unit time,
Diameter of vessel in wavelengths, and
Radial variable.



33

VESSEL
WALL
- RANGE
CELL
> 7
SOUND
BEAM
Figure 9. Geometry used in the derivation of the jitter resulting

from separation.’



34

The center of the range cell is at r and has width dr. The
change 1in distance experienced by the scattereré at the end
of the range cell compared to those at the beginning of the

range cell in time T is

dr dr
S(r) = T[V(t + —) -~ V(r - —)] Eq. (II.12)
2 2
For smaller dr the above expression can be simplified by
approximating the difference as a derivative times dr.
d

S(r)= T—E;V(r)dr = -4 (TVmax/D) (2r/D)dr Eq. (II.13)
Note that the worst separation occurs at the walls of the
vessel (where r=D/2). The equation for S(r) can be put in
terms of experimentally measurable parameters. TVmax is the
amount that a midstream scatterer moves in time T; however,
the TDM measures directly the amount (in wavelengths) the
scatterer has moved along the transducer axis or 2TVmaxcos (®)
Eg. (II1.6). Calling this quantity s, and rearranging yields
TVmax=s/(2cos(®)). The value dr can be replaced by the range
cell axial length scaled by cos(®) or dr=dr'cos(®) where dr!
is the 1length of the range cell. The separation equations
can now be written in terms of directly measurable

quantities:
S(s) = 2(s/D) (2r/D)dar? Eq. (II.1l4)

A computer simulation has been used to estimate the
degree of jitter due to different velocity gradients across
the range cell. For this simulation, the scatterers at the

edge of the range cell nearest to the transducer are taken to
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have the lowest velocity; the scatterers at the farthest edge
are assumed to have the highest velocity. The scatterers
between these two edges are assumed to have velocities that
increase 1linearly with depth into the range cell. The
simulation consists of a range cell with spatially but
randomly distributed scatterers with Gaussian random
amplitudes after the model in Section A. The simulation then
produces a second range cell by moving the scatterers in the
first range «cell by a distance proportional to their speed.
Then both range cells are passed through the digital £filter
described in Part 1 of this section and correlated to
determine the shift. To decrease the error of the estimation
of the jitter due to this effect, a large number of samples
were used as in Part 1 of this section. The number of echoes
needed are 16384. The results are represented in Figure 10
where the jitter is plotted as a function of correlation
length for various scatterer separation distances (Q=4).
Note the effect of the finite correlation window length in
the bottom curve (zero separation) of Figure 10. If the
error associated with windowing were not present, then the
s=0 curve would lie on the horizontal axis.

The jitter of systems as a function of Q is shown in
Figure 11. Here the separation was arbitarily chosen as
0.125 wavelength and the correlation lengths used were 2, 4,
and 8 wavelengths. From the figure it can be seen that
increasing the value of the system Q or decreasing the
correlation length results in increasing the jitter.

Consider a typical experimental arrangement using a 24
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wavelength diameter vessel (6.96 mm) inclined at 45 degrees
with respect to the transducer, an ultrasonic pulse burst
with a center frequency of 5 MHz, a Q of 4, a measured s of
0.7 wavelength, a range cell length of 8 wavelengths, and a
speed of sound of 1500 m/s in the medium. The separation
would be 0.47 wavelength at the vessel wall. The jitter
associated with the velocity estimate from Figure 10 is 6% of
a wavelength. As will be shown in Chapters III and IV, this
source of error accounts for most of the jitter predicted
from the simulation and measured experimentally near the
edges of the vessel wall. The error becomes smaller as the

range cell nears the axis (zero error at the axis).

3. Jitter Associated with Nonzero Time Duration of the
System Impulse Response Velocity Gradients

The acoustical length of the range cell (the axial
length of the volume of scatterers contributing to the energy
in the range «cell) is in part determined by the impulse
response of the system. For example, if a very narrow window
is used to create a range cell out of the echo, the energy in
the range cell will be from a group of scatterers spread over
a length comparable to the system impulse response at the
range of the window in the medium. Hence, the impulse
response has the effect of increasing the acoustic length of
the range cell which allows for greater corruption from
velocity gradients. This is evident from Figure 11 in that
as the system Q increases the jitter increases. (A higher
system Q results 1in a dgreater temporal duration.) In

addition, the -estimate will also 1lose range resolution
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‘(smooth out detail) since the estimate of the shift will be
averaged over all the scatterers delivering energy at a
particular range. The exact amount of smoothing due to the
impulse response of the system is difficult to derive
analytically. However, in Chapter VI the effect of smoothing
is demonstrated in Figqure 40 (page 142) by computer
simulation (Chapter VI contains results of the computer
simulation that are not verified in Chapter V). For good
range resolution the impulse response must have the lowest
possible temporal duration. The half power width and 95%
power width of the impulse response for various system Q's
are expressed in wavelengths of the center frequency in
Eg. (II.15) (the passband is assumed to be a 6 pole bandpass

Chebyshev response with 1 dB of ripple):

50% power width

]

0.4046 Q Eg. (II.15)
95% power width

1.646 Q

These values were determined by numerically integrating the
square of the impulse response for the digital filter used to
synthesize the BPWGN with various Q's. The jitter from the
nonzero duration impulse response is significant near the
sides of the vessel where the velocity gradient is greatest
(see Figure 40). The finite impulse response plays a lesser
role midstream in the vessel than at the sides unless the
response is so great as to bring velocity information in from
other parts of the vessel (see Chapter VI, Figure 40). This

is because the midstream velocity profile is rather uniform.
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4, Jitter Associated with Nonzero Beam Width and
Velocity Gradients

The nonzero time duration of the impulse response makes
the system sensitive to the scatterers along the beam axis.
The nonzero beam width makes the system sensitive to
scatterers perpendicular to the beam axis. All ultrasonic
transducers have a nonzero beam width. Hence, the scattered
ultrasound in a certain range cell will be the result of
scattered wultrasound £from all scatterers in the plane
perpendicular to the axis of the beam and intersecting the
axis at the particular range being windowed. Here the beam
is assumed to be planar in the focal region. Hence the
effect of a nonzero beam width is similar to the Jjitter of
the nonzero duration impulse response. That is, near the
sides of the vessel where the velocity gradients are
greatest, the nonzero beam width effects will bring in more
contradictory information on the velocity of the scatterers,
thus corrupting the shift estimation. Near the center where
the flow is more uniform the nonzero beam width plays a
lesser role. The error is difficult to determine
analytically. However, in Chapter VI (Figure 38, page 139)
this error will be studied by computer simulation on the
velocity determination across a vessel with parabolic flow
profile for various sized beam widths. The estimate will be
biased towards the average velocity of the scatterers

contained in the plane and intersecting the beam.
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5. Jitter Associated with Intensity Modulation Across

the Beam

A scatterer that passes through a spherically focused
sound beam will scatter ultrasonic energy proportional to the
ultrasonic intensity at the position of the scatterer. The
intensity of the scattered energy will increase as the
scatterer nears the axis of the beam and will decrease as the
scatterer moves away from the axis. With many scatterers in
the beam, some will be approaching the axis and some will be
moving away from the axis. This will be referred to as beam
width modulation.

Two successive echoes will not appear identical since
some of their constituent scatterers will have increasing
amplitudes (those nearing the axis) and other scatterers will
have diminishing amplitudes. The error in the estimation of
the shift between two successive echoes due to beam width
modulation is difficult to determine analytically. However,
the error can be estimated through a simulation where the
scatterers are moved in fixed amounts perpendicular to the
beam axis between successive echoes. In the simulation, the
beam width modulation error as a function of correlation
length was studied. The scatterers were assumed to be moving
perpendicularly to the wultrasonic beam axis with constant
speed. This ruled out errors due to velocity gradients and
simplified the alignment procedure in the program; two
successive range cells should have no shift between them
because there was no scatterer motion along the axis. A

range cell was constructed with a 1length 1long enough to
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accommodate the 1largest correlation length and impulse
response of the system. In the range cell, the 1location of
a large number (1024) of scatterers was randomly distributed
(a1l locations in the cell had an equal probability of being
occupied by a scatterer). The lateral extent of the range
cell was limited to the first node in the Airy pattern formed
by an ideal spherically focused transducer. Each scatterer
in the range cell was assigned a random Gaussian amplitude
generated by a random number generator. A second range cell
was constructed from the first by translating the positions
of all the scatterers of the first by the same perpendicular
distance. Various distances were tried (see Figure 12). The
amplitudes of each of the scatterers in each echo were scaled
by the square of the Airy function (same transducer for
transmission and reception) according to their perpendicular
distance from the beam axis. Next, both range cells were
passed through the digital filter mentioned in Section
IT.C.1. The Q of the filter was 4 (the same as the
experimental system). The range cells were aligned by the
correlation procedure and their shift deviation from zero
shift was determined by averaging the results of a large
number of independent trials. The number was chosen by the
method described in Part 1 of this section. The number of
trials was 16384. The jitter in the estimate of the shift
from beam width modulation is graphed in Figqure 12. The
jitter (in percentage) is presented as a function of the
fractional amount of beam width that the scatterer moves for

various correlation 1lengths. Note that for the case of no
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scatterer movement, the jitter (the data on the vertical
axis) reduces to the jitter associated with the correlation

length effect.

E. Determination of the Viewing Angle

In this section the dependency of the viewing angle
(® in Fiqures 4 and 13) on the correlation coefficient of the
two aligned windowed data sets of the two echoes will be
demonstrated. Ideal sound and velocity fields will be
assumed to show that the viewing angle can be obtained from
the statistics of the signals. An ideal sound beam 1is such
that the 1lateral intensity distribution at all positions in
the focal region is a cylinder of uniform intensity within
the beam width and =zero intensity outside the beam width.
The phase fronts inside of the beam width are assumed to be
planar and equally spaced. An ideal velocity field is such
that the velocity is uniformly the same throughout the entire
field. The range cell is chosen to be much longer than the
impulse response of the system. This has the immediate
effect that the signals from the scatterers preceding and
following the range cell are sufficiently small that they do
not contribute appreciably to the range cell signal. Hence,
the truncation effects of the range cell on the nearby
scatterers can be ignored.

Let us first view the idea of the approach qualitatively
for the two viewing angle extremes. Suppose that the
velocity vector of the scatterers is directed along the ideal
sound beam axis (9=0 degrees). Then the range cell of the

first echo will look identical to the aligned range cell of
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the second echo, since the position of the scatterers would
have changed range only with respect to the transducer and
would not have moved out of the beam. This would result in
the highest degree of correlation between the two range
cells. When the sound beam axis is perpendicular to the
velocity vector (©=90 degrees), the range cell of the first
echo would begin to lose its resemblance to the same range
cell of the second echo (no alignment is needed since there
is no flow along the axis of the beam), because new
scatterers would enter the range cell as o0ld scatterers exit.
The rate at which the resemblance is lost is dependent on
beam size, the viewing angle, and the amount that the
scatterers move across the beam width between the two pulses.
As the resemblance is lost the correlation approaches zero.
To examine further the dependency of the viewing angle
(at other than either 0 or 90 degrees) on the degree of
correlation between the two range cells, let the time
interval between transmission of the two ultrasonic pulses be
designated by T. During time T, the scatterers of the first
range cell (cylinder A in Figure 13) have moved a distance VT
(cylinder B in Figure 13). The correlation method will align
the first range cell (cylinder A) with the second range cell
(cylinder C). The alignment is the result of sliding a range
cell along the beam axis until the scatterers of the second
range cell align in range with the scatterers of the first
range cell (those that are still in the beam). The
scatterers that the two range c¢ells do not share are

uncorrelated and hence do not contribute to the alignment
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procedure.

To examine this quantitatively, equations for the two
range cells are needed. Each range cell consists of the sum
of the individual echoes (replica of the system impulse
response h(t)) from each of the scatterers in the range cell.
Expressed mathematically, the waveform of the first range is

represented by

K M ,
Ol) = Achlt-td) « ST ALK Eq. (II.16)
i=\

i_:U&'

where A{ is the scattering strength of the ith scatterer, M
is the number of scatterers in each range cell (both should
have approximately the same number), N is the number of
scatterers common to both range cells, t is time with t=0 at
the beginning of the range cell, and t; represents the range
of the scatterer. The aligned second range cell is

represented by

N moo
V(ﬂ’Z Ayh(£-t) Z Bk E-t)) Eq. (II.17)
=i

I=Nsl

where Bj is the strength of the jﬂ‘ scatterer of the second
range cell which is not found in the first range cell. The
cross correlation between U(t) and V(t) is given by the

following
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- . .
Rov = vVt = E\At (-1 dt Eq. (II.18)

The A; and the B; are zero mean random variables (see Section
A of this chapter). The contributions from the cross terms
are uncorrelated and assumed to be negligible. By making the
change of variables s=t-t{ for the i+h integral, the

summation reduces to

M (v}
Rey = 2 A klﬁﬁ)ézs Eq. (II.19)
[ -oh

The integration and summation processes can be separated

(separation of variables) yielding the following result

‘ ;N
Ruv’" f L\l(fﬂcﬂs ZLAl., Eq. (II.20)
(:(
— )

On the average, the value of the cross correlation is given by

o ot
EIP«UVI § (S)CDSE ZA] = No* k‘(ﬁ)cpg Eq. (II.21)

where EJ[.] is the expectation operator and 0! is the
variance of the strength of a scatterer. Note that on the
average the cross correlation is directly proportional to the

number of scatterers (N) that the two range cells share. A
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convenient form for thecross correlation is found by dividing
it by the maximum value it can achieve (N=M). Using this
scaling factor and naming the result the correlation

coefficient ( G%v)' the following form is found
— - Eg. (II.22
G = a. ax.22

From the above equation the correlation coefficient is
the fraction of scatterers remaining in the second echo that
was in the first range cell. Hence, the correlation
coefficient 1is equal to the fractional volume that the two
cylinders share. For cylinders with a radius r and an axial
separation of h, the fractional common volume is given by the

following expression and graphed in Figure 14.

N T — |
Pw(“z%):% 7&\1'\]-1—\‘“(:—1’1—— -—-ﬁ: Z-g)ﬂl Eq. (II.23)

P

yAY

When performing the time domain technigque, two data
parameters are utilized: 1) the distance that the aligned
range cell of the second echo has moved relative to the range
cell of the first echo (VTcos(@)) and 2) the correlation
coefficient of the two range cells. From Figure 14 the
equivalent lateral shift of the scatterers of the range cell
of the first echo with the location of the same scatterers at

a later time T can be extrapolated based on the correlation
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Figure 14. A graphical representation of the correlation coeffi-
cient as a function of the distancebetween the axes
of the two ultrasonic beams and an ideal flow velocity
field. The curve is the result of an ideal circular
field pattern.



51

coefficient yielding VTsin( ). For example, if a correlation

coefficient of 0.5 is determined, then from Figure 14 the

value of*g% = 0,39 = _!ﬁf;ﬁﬂg_ is obtained. From this

information the two independent variables V and ® can be
determined.

In practice the transducer has a beam pattern different
from the above ideal one. But in order to implement this
approach to determine the viewing angle from the statistics
of the echo returns, one only needs to develop a lookup table

(similar to that in Figure 14) for the particular transducer.
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ITI. COMPUTER SIMULATION OF THE TIME DOMAIN METHOD
FOR DETERMINING FLOW PROFILES
A computer simulation was performed in order to
determine the effects of system parameters on the estimation
of the velocity of the scatterers at various points across a
vessel. The parameters which were varied included:
1) the vessel diameter,

2) the velocity profile across the vessel (radial symmetry
is assumed),

3) the distance moved by a scatterer on the axis of the
vessel in the time interval between pulse transmissions
(axial position change, VT, see Figure 13).

4) the intensity pattern across the ultrasound beam (radial
symmetry is assumed),

5) the system Q (normalized bandwidth),

6) the correlation 1length of the velocity estimation
algorithm,

7) and the angle between the beam axis and the vessel axis
(viewing angle).

All distance measurements are in wavelengths relative to the
center frequency of the ultrasound pulse. In the following
discussion Figure 15 will be a helpful guide. Here the axis
of the vessel, defined as the z-axis, and the sound beam axis
are in the xz plane. These two axes intersect at the origin.
The width of the sound beam is BW and within the beam width
the intenéity is nonzero; outside the beam width it is
assumed that no sound exists. The simulation does not
include the effects of the wavelength becoming longer in the
focal region. To compensate for this effect, the estimated
velocity profiles graphed in the figures of this chapter

should be scaled by 1-(a/2f) where a is the radius of the
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transducer and £ is the focal length (see Eg. (II.8)). The
viewing angle is ©.
Execution of the simulation involved the following

steps:

1) Input the seven system parameters listed above.

2) The scattering model discussed in Section A of Chapter
ITI suggests that the scatterers are randomly located
throughout the volume of the vessel with all positions
having equal ©probablility of being occupied by a
scatterer. To simulate this model the simulation
generates randomly distributed scatterers throughout the
volume of the vessel length (the length of the vessel
was chosen to be slightly longer than the 1length
necessary to enclose the beam). The length of the
vessel where the sound beam exists is from
-BW.csc®/2-r- cot® to BWecscOd/2+r. coth.

Three random numbers are needed to define a
scatterer's position (one coordinate per dimension).
The random locations are generated by a random number
generator. The uniformly distributed random number
generator is modeled after the subroutine RANDU in the
IBM Scientific Subroutine Package. For thse largest
vessel (24 wavelength in diameter) the number of
scatterers in the sound beam (2 wavelength beam width)
was 1024. Increasing the number of scatterers showed no
statistical significance at the 99% confidence level

over the 1024 number. The scatterers that fell outside
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the sound beam were discarded (approximately 5% of the
scatterers fell inside the beam, hence around 20,000
randomly distributed scatterers were generated per
echo). For larger beam widths and for a smaller vessel
the percentage of scatterers that fell inside the sound

beam increased substantially.

The scattering model (Section A of Chapter II) requires
that each scatterer has a randomly distributed Gaussian
amplitude. Hence, a random Gaussian amplitude is
assigned each scatterer contained in the vessel. The
Central Limit Theorem states that the average of many
random variables, regardless of their probability
distribution, will result in the average being a
Gaussian random variable [22]. Exploiting this idea,
the simulation generates Gaussian random variables by
averaging eight uniformly distributed variables. The
probability distribution function of the eight was found
to be sufficiently close to a Gaussian curve so that a
larger number of averages was not needed. Also,
extensive averaging will occur when the scatterers are
passed through the digital filter (see below) and also
during the correlation procedure; hence, even if the
random variables were not Gaussian, the additional

processing would make them more Gaussian.

The scattering strength of each scatterer must now be
scaled by the field pattern of the transducer (beam

width modulation). To determine the amount to scale the
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amplitude of each scatterer, the perpendicular distance
to the sound beam axis must be found. The modulation
must be the square of the pressure field pattern since
the same transducer is used for transmitting and
receiving. The axial distribution of the sound beam is
assumed to be uniform since the axial intensity pattern
falls off much more slowly than the lateral intensity
pattern. The simulation used the Airy function for the
pressure field because this is the theoretical lateral
distribution for a spherically focused transducer at the
focal range [20]. Only the main lobe was used because
the energy in the side lobes accounts for less than 0.3%
of the total energy (see Table II.1). The side lobes
showed no statistical difference at the 99% level from
the results that used only the main 1lobe. For a
scatterer at (x,y,z) the projection onto the beam axis
occurs at (sin®:cos®@+(x-tand®-z),0,cos® . (x:tanb-z)) and
is shown as (%X.,0,2,) in Figure 15. The perpendicular
distance 1is the distance between the two ordered

triplets.

The range of each of the scatterers must be known in
order to place the scatterer at the correct range in the
echo. The transducer is located in the lower left of
Figure 15. The range is at the intersection of the
projection of each scatterer onto the sound beam axis.
The range is the distance from R (the earliest possible
location for a scatterer) to the projection point. The

range must be multiplied by two to account for the round
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trip length. 1In the simulation, the range was divided
into 16 points per wavelength. The number 16 was used
because any larger number of points per wavelength
showed no statistical difference at the 99% confidence
level. Once the range in wavelengths was determined,
the range was multiplied by 16 (number of points per
wavelength). The strength of the scatterer (amplitude
and beam width modulation) was then shared by the two
members in the array in which the range of the scatterer
fell between. The weighting of the strength at a
particular array member was determined by the fraction
lost in the truncation. If the fraction was 0.5, then
each member received half the strength; if the number
was 0.25, then the first member received 75% of the

strength and the second 25%, etc.

The second echo must account for the movement of each
scatterer of the first echo during the time intervel
between the transmission of the two pulses. This 1is
done in the following manner. The scatterer is moved
the programmed amount and the strength of the scatterer
stored in a second array. One of the parameters entered
into the program is the amount a scatterer on the vessel
axis moves in the time between the two echoes. With the
profile known (also entered in the program) the amount
that a scatterer anywhere in the vessel moves is
determined. If the scatterer at (x/Vr2)
moves As amount, then the new position is (x,y,z+As).

The members of the second array were determined in the
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same way as the first were by using the new ordered

triplet.

7) To simulate the bandlimiting of the system both echoes
(arrays) are passed through a digital filter (the same
digital filter discussed in Chapter II). The Q of the

filter was an input parameter.

8) To find the shift between the two echoes at various
ranges the correlation algorithm in (B) of Chapter II is
used. At wavelength increments across the vessel an
estimate of velocity is taken. The 1length of the

correlation was an input parameter.

9) Repeat steps 2-8 a sufficient number of times to obtain
reasonable statistics of the velocity estimation
algorithm (mean and variance at each wavelength across
the vessel). The number of times was found to be 1024
(by trial and error); increasing the number resulted in

no statistical difference at the 99% level.

10) The results described below were then printed.

Figure 16 is a schematic representation of the four curves
generated by this procedure. One of the top curves is the
actual velocity profile that an unbiased ultrasonic flow
meter would measure (see Eq. (II.1ll)). The midstream value
of this profile is 2:-As-cos(®). This is the round trip
distance that the scatterer on the vessel axis moves between

echoes projected onto the sound beam axis (Figure 13). The
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Figure 16.

scatterers across the vessel for the computer simulation
of the time domain velocity extraction technique. This
is the model curve for Figures 17, 18, and 19.
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other top curve is the estimated velocity profile. This is
the TDM estimate of the actual profile. Both of the top
curvés are normalized (divided) by the midstream value of the
actual flow. This places the maximum of the actual flow at
100% allowing for ease in comparing graphs with different
parametric values. The third curve is the jitter of the
estimate normalized by the above factor. The fourth curve is
a measure of the precision of the TDM. The curve consists of
the jitter (standard deviation of the estimate of the mean)
divided by the estimate of the mean and then multiplied by
100:

A EL(V = EIVIVH]
precision (%) = 100 Egq. (III.1)
E[V]

where E[.] is the expectation operator and V is the estimate
of velocity using the TDM. This curve is not normalized as
were the above-mentioned three curves. When the value
exceeds 100% it is truncated to 100%.
Figure 17 shows the simulated results of the time domain
method on a system with the following parameters:
1) vessel diameter of 24 wavelengths,
2) parabolic velocity distribution,
3) axial position change of a half wavelength,
4) Airy beam pattern with a 3 dB beam width equal to 2
wavelengths,
5) system Q is 4,
6) correlation length is 8 wavelengths, and
7) a viewing angle varying from 45 degrees to 75 degrees in
10 degree increments.
Figures 18 and 19 use the same parameters as above except
that the vessel sizes are 12 and 6 wavelengths, respectively.
The jitter from beam width modulation is present in

Figures 17-19. However, along with this jitter is the jitter



61

2 g
s 8.
4 oy
/—\\ /\\\
8 8 / \
& B f{
[--3 -3
& [-~]
8 &
& 8
-t —
: 6 = 55
E g
N 3"
g g
= (=]
&g \ g
Y IR >
E& \ - 8
g D
=4 e
-] T T T ” i T T T 1
8. 68 6.088 12.88 18. 80 24.00 2. 6o 6. 08 12.68 18. 68 24
ACRUSS VESSEL IN WAYELENGTHS ACROSS VESSEL IN wAVELENGTHS
] S
- g
g H g
£ }{ 8
I
g / g
8 3
(] ()
3 \ 8 = 45 4
28 g
“ = S
: :
; =
T3 k3 2
ER E8
z g
2 L 2
s T T T 1 [ T T T i
.82 6.¢9 12.20 1€ 28 24 @8 3. 6@ 6,00 12.68 18. 68 24
ACROGS VESSEL IN %AVYELENGTHS ACROSS VESSEL IN WAYELENGTHS

Figure 17. Results of the computer simulation of the time domain
method using the following parameters in wavelengths:
vessel diameter of 24, As of 0.5, transducer beam width
of 2, and a correlation length of 8. The viewing angle
varies from 45 to 75 degrees and the system Q is 4.
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Results of the computer simulation of the time domain
method using the following parameters in wavelengths:
vessel diameter of 6, As of 0.5, transducer beam width
of 2, and a correlation length of 8. The viewing angle
varies from 45 to 75 degrees and the system Q is 4.
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from velocity gradients across the range cell. The figures
all have the same size range cell (only the vessel diameter
was changed), hence, the velocity gradient across the range
cell will be smallest in the largest vessel where the flow is
nearly constant over a greater distance. To minimize the
contribution to jitter from velocity gradients, the midstream
jitter of the 1largest vessel at the smallest viewing angle
(45 degrees) will be examined. A smaller viewing angle will
result in a longer path through the vessel minimizing further
the effect of velocity gradients. In Figure 17 midstream
jitter is 3.7%.

Using the theory in (C) of Chapter II and Figure 12 the
theoretical jitter will now be calculated. The perpendicular
positional change (As;) of a scatterer with respect to the
beam axis is related to the axial positional change (As) of

the scatterer by the sine of the viewing angle:
As, =As.sin(®) Eq. (III.2)

Hence, the perpendicular positional change is 0.5¢SIN(45°) or
0.354 wavelength. The curves in Figure 12 are normalized by
the sound beam width. The sound beam width used in Figure 17
is two wavelengths. Hence, the normalized perpendicular
positional change is 0.354/2 = 0.177. From Figure 12 this
corresponds to a jitter of 2.6%. 1In order to compare this
value of jitter with the normalized jitter in Figure 16, the
2.6% value must be divided by the normalizing factor of
2+0.5°cos (45°), yielding a normalized jitter of 3.7%. This

value agrees with the value in Figure 16. Hence, the
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midstream value of jitter for the 45 degree case in Figure 16
is largely a result of beam width modulation. The midstream
values of jitter for the smaller vessels and larger angles
are larger than the 3.7% baseline wvalue for beam width
modulation, indicating that the jitter introduced by velocity
gradients is increasing.

The jitter from velocity gradients can be observed in
Figures 17-19 at the edges of the vessel where the effects of
beam width modulation are minimal. For example, the beam
width modulation of Figure 17 is largest at midstream (since
the scatterers are moving the fastest here) with a value of
3.7%. All other jitter above this baseline is a result of
velocity gradients, and near the edges of the vessel the
jitter from velocity gradients will account for much of the
jitter below this baseline.

In Figures 18 and 19 the jitter is much farther above
the 3.7% baseline set by beam width modulation. This follows
because the vessels are more narrow but have the same axial
flow velocity and range «cell size as the 24 wavelength
diameter vessel in Figure 17, hence, the velocity gradients
must be greater.

A rough calculation can be made from the theory in (C)
of Chapter II on the amount of jitter at the vessel wall for
Figure 17 and viewing angle of 45 degrees. The measured
axial shift of a scatterer is 2: As-cos (@) or
2:0.5.cos(45°) = 0.7. The range cell will have an acoustic
length of approximately half the sum of the correlation

length (8), the impulse response length (2), and the length
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of the projection of the beam width along the vessel axis
(2) . Hence, taking the 1length to be approximately six
wavelengths and substituting these values into Eq. (II.1l4)
and letting r=D/2 (interested in the gradients near the
vessel wall), the value of separation is about 0.35. This
corresponds to a jitter of 7% (from Figure 10, LEN=8).
Normalizing the 7% by the normalizing factor of 0.7 the
resulting jitter in Figure 17 should be 10%. Looking at the
figure, the jitter is seen to be maximal at the vessel edge
with a value of 10%.

Table 1III.1 examines the interdependencies of four
parameters in the estimation of the velocity profile. The
four parameters are correlation length (4 and 8 wavelengths),
3 dB beam width of 2 and 4 wavelengths, vessel diameter (6,
12, and 24 wavelengths), and viewing angle (45, 55, 65, and
75 degrees). The fixed parameters are: the velocity profile
is parabolic, the Q of the system is 4, the axial separation
is 0.5 wavelength, and the lateral ultrasonic field pattern
is an Airy distribution. These parameters are approximately
the same as the experimental parameters and hence allow the
results of the simulation to be compared to the theory.
Table 1III.1 consists of pairs of numbers. Numbers without
parentheses are the estimates of the actual flow at midstream
divided by the actual flow at midstream multiplied by 100
(the bias). The numbers in parentheses are the precisions of

the velocity estimation (see Eq. (III.1)).
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Table III.1l

Results of a computer simulation of the estimation of
midstream flow (the number without parenthesis) and the
precision in the velocity estimation (the number in
parenthesis). The parameters varied are: the vessel

diameter, the correlation length (LEN), the beam width of the
transducer (BW), and the viewing angle (THETA).

24 12 6
BW=4 LEN=4 THETA=45: 98.0(2.9) 93.1(6.6) 79.9(24.9)
" " THETA=55: 97.9(4.2) 92.6(7.6) 78.4(24.6)
" " THETA=65: 98.3(5.5) 93.0(8.4) 77.8(25.7)
" " THETA=75: 98.3(10.1) 93.2(12.7) 77.6(22.0)
" LEN=8 THETA=45: 97.6(2.2) 91.8(5.0) 76.8(23.9)
" " THETA=55: 97.6(2.9)  91.1(5.8) 73.9(22,2)
" " THETA=65: 97.6(4.1) 90.9(6.5) 70.8(21.3)
" " THETA=75: 97.5(7.2) 90.8(8.1) 69.6(20.0)
BW=2 LEN=4 THETA=45: 98.8(6.3) 97.0(7.0) 89.6(12.4)
" " THETA=55: 99.1(8.5) 96.4(8.6) 88.2(14.1)
" " THETA=65: 98.5(13.3) 96.1(14.1) 87.7(17.9)
" " THETA=75: 100.1(21.3) 95.3(22.9) 86.9(23.2)
LEN=8 THETA=45; 98.6(3.7) 95.7(4.9) 85.2(12.1)
" THETA=55: 98.4(5.1) 94.8(6.3) 81.9(14.6)
" THETA=65: 98.1(8.3) 93.7(9.1) 80.0(16.4)
" " THETA=75: 99.2(13.6) 93.4(14.9) 77.4(19.8)

TUBE DIAMETER (in wavelengths)

Using the data from Table III.l1 the effects of

varying one

parameter while keeping the other parameters fixed are

examined.

1) Increasing the viewing angle results in a decrease in the
precision of the velocity estimation. This trend is
followed for all combinations of the other three
parameters except the 6 wavelength vessel with a BW=4
wavelength and LEN=8 and LEN=4, The reason for this

exception 1is the fact that the estimate of the midstream

flow is decreasing faster than the variance of the

estimate. Hence, the precision (the ratio of the two

above quantities) will increase.

2) Increasing the correlation length results in more
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precision. The theory in (D) of Chapter II and the
results displayed in Figure 7 predict this result.
Reducing the tube diameter decreases the precision. The
velocity gradients are higher in the narrower tubing than
in the large tubing for identically sized range cells.

A larger beam width has a greater precision in the larger
tubes where the velocity gradients are small across the
range cell.

The smaller the correlation length the less bias there is
in the velocity estimate. Bias is the deviation of the
estimate from 100% flow. The shorter correlation length
allows less local averaging of the velocity profile.

The smaller the tube diameter the greater the bias. Here

the size of the range cell remained constant, but due to

the narrowing of the velocity profile, the range cell must
now contain a larger number of scatterers of differing
velocities, hence, biasing the results (downward).

Bias gets worse for increasing viewing angle, especially
for the smaller tubes. The larger angles reduce the
length of the echo (by the cosine of the viewing angle),
hence, increasing the velocity gradients in the range cell
(the range cell dimensions are independent of angle but
dependent on beam width, correlation length, and impulse
response).

Large beam widths have a greater bias. The beam width
will smooth out velocity information, hence, detail in the
range cell will be lost.

The effect on the estimation of velocity of different
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axial position changes of the scatterers is given in Table

III.2 for a typical experimental setup used in this thesis.

Table III.2

Amount of bias and precision in the computer simulation for

differing shifts. The parameters used in the simulation

were: a 24 wavelength diameter vessel, a transducer with a

2 wavelength beam width, a viewing angle of 45 degrees,and

the correlation lengths (LEN) listed.

LEN=4 LEN=8
SHIFT=0.25 98.8(6.1) 98.6(3.5)
" 0.50 98.8(6.3) 98.6(3.5)
" 0.75 98.8(6.4) 98.6(3.5)
" 1.00 98.8(6.9) 98.6(4.1)

Note that the bias is independent of the amount of axial

position change (SHIFT); however, the precision is slightly

smaller at the larger values of axial position change.

Some conclusions can be drawn from the results of this
chapter. The bias 1is directly related to the size of the
range cell (a smaller range cell will average over a smaller
portion of the velocity profile). Several parameters control
the precision;

1) The beam width of the range cell. A narrower beam width
will result in a smaller amount of beam width modulation
under the same circumstances for a larger beam width.

2) The correlation 1length of the window. A shorter
correlation 1length will have a smaller precision in the
estimate of the actual shift than a longer length.

3) Too large a range cell will result in the establishment of
velocity gradients across the range cell resulting in a

smaller precision.

Parameters 1) and 2) must be traded off against 3).
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IV. EXPERIMENTAL VERIFICATION

In this chapter the estimation of speed of the
scatterers and the standard deviation of the estimate are
examined under different flow conditions to test the validity
of the theory that was developed in Chapter II and which was
examined with computer simulation techniques in Chapter III.

A. Experimental Setup

Figure 20 shows a block diagram of the experimental
arrangement used for testing the time domain method. The
Perkin-Elmer 7/32 computer is a 32-bit machine with two 5
megabyte discs and 384 kilobytes of memory. Typical
execution time for floating point multiplication instructions
is 10.25 microseconds.

The computer controls an analog-to-digital converter
(A/D) interface which was designed and fabricated in the
Bioacoustics Research Laboratory of the University of
Illinois. Detailed «circiut diagrams are included in the
Appendix. The analog-to-digital converter consists of two
TRW 8-bit flash A/D converters (model number TDC1007J)
operating in parallel at 25 MHz for a combined speed of 50
MHz . The A/D unit contains a 8192 byte bipolar memory and
the circuitry necessary for generating the programmed pulse
repetiton frequency for the trigger to the pulse generator,
for delaying a predetermined amount of time before sampling,
and for digitizing the programmed number of samples per echo.
All digitization is performed synchronously. The A/D unit
will be discussed in more detail in Section B of this

Chapter.
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The pulse generator is a Panametrics 5050PR. The two
Panametrics transducers that are used (model number V309 and
V307) operate at a center frequency of 5 MHz, have diameters
of 12.7 mm (0.5 inch) and 25.4 mm (1 inch), are focused at
50.8 mm (2 inches), and are heavily damped. Each transducer
has its own matched directional coupler that prevents the
received echo from traveling back to the pulse generator.
The output impedance of the transducer is transformed to an
optimal value for the preamp by a RF transformer in the
coupler. The preamp is a low noise amplifier (1.8 dB noise
figure) used to amplify the echoes from the scattering
medium. The amplifier provides enough power gain (30 dB to
90 dB) to drive the A/D unit. The Q of the whole system
(preamp, transmitting and receiving with the same transducer,
and the frequency dependent properties of the water) was
measured to be approximately 4. Details of the measurement
of the Q are in Section C of this Chapter.

The commercial pump (March Manufacturer Incorporated,
model number 212) has the capacity to pump 50 - 1000 ml/min.
The flow integrator consisted of two integrators operating in
series whose net effect was to smooth the pulsatile output of
the pump. The first integrator consisted of a 50 ml plastic
hemisphere (2.88 cm radius) with the input and output ports
on opposite sides. The second integrator is a 1000 ml
Erlenmeyer flask with a two hole stopper and the necessary
glass tubes and rubber connecting tubing needed to connect
the two integrators together.

Buttermilk was used instead of blood as the scattering



73

medium because of convenience. The signal properties of the
echoes returning from buttermilk are shown to be BPWGN in
Section C (the same as the signal model for blood discussed
in A of Chapter II). The scattering strength of buttermilk
may be different from that of blood, but as long as the
returning echo can be amplified to the level needed for the
A/D's, the TDM makes no distinction in the original echo
strength. The preamp has sufficient gain to ensure that the
signals to the A/D's are at the needed level, and for testing
the TDM, buttermilk is a suitable replacement for blood.

Two types of tubing were used in the experiment for
transmitting and receiving ultrasound through the buttermilk:
dialysis tubing and heat shrinkable tubing. However, for
convenience, dialysis tubing will refer to both types. The
dialysis tube was positioned vertically. Preliminary
experiments with the time domain method suggest that if the
tube were positioned other than vertically, the £flow
distribution across the vessel would not be symmetric about
the vessel axis. This flow phenomenon was not investigated
further and the tube was kept vertical. The length of the
tube was approximately 10 cm.

The experimental design was to generate laminar,
non-pulsatile flow through the dialysis tube. Theoretically,
an infinite 1length of tubing is needed to set up parabolic
flow, but fully developed laminar flow usually refers to
axial flow that is within 1% of the value for an infinite
tube [23]. Theoretically, the distance from the inlet of the

tube necessary to develop fully laminar flow when the flow is
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uniform at the inlet is given by [23]

0 e (IvV.1)
L = .073 —— E . IVQ
A :

where L is the length of the tube necessary to fully develop
laminar flow. Q is the volume flow through the tube, P is the
density and 4 the viscosity of the fluid in the tube (all
units in the expression must be mks). A conservative
estimate of the viscosity of buttermilk is 1 cP; (for whole
milk at 20°C the viscosity is 2.12 cP and for skim milk the
viscosity is 1.37 cP at 25°C [24]). The viscosity of water
at 20°C is approximately 1 c¢P. The density of buttermilk was
measured by the author to be approximately 1000 kg/n?. In
the experimental system the volume flow, Q, was restricted to
values below 4 ml/s. This corresponds to an L of about 3 cm.
Hence, the 5 cm distance between the tube inlet and where the
ultrasonic, beam intercepted the +tube satisfies the above
conditions for fully developed laminar flow.

The transducer was angulated by a precision platform.
The resolution of the angle & was 0.5 degree. The absolute
angle between the transducer and the dialysis tube was not
known accurately and was the primary source of experimental
error (discussed below).

A typical experiment day would proceed in the following
way : Buttermilk was purchased at a local convenience store,
sometimes two days before the experiment and at other times
during an experiment. When the buttermilk was not needed
immediately, it was refrigerated. The water tank was then

filled with cool tap water (temperature of 20°C). Then the
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buttermilk was pumped through the tubing and allowed to warm
up to the temperature of the water. If the buttermilk was
cooled by ice to 10°C, the scattering properties of the
buttermilk were found to be weaker. A typical experimental
run time was six hours; after six hours the buttermilk lost
its scattering ability and had to be replaced. During the
six hours, different viewing angles, midstream flow
velocities, orientations of the transducer to vessel, and
system parameters are varied (see above) to study the TDM.

The sound beam was positioned in the following manner:
The sound beam was moved laterally (by moving the transducer
laterally) across the tubing, stopping at the position where
the echo was widest and had the greatest amplitude. This
position was taken to be the center of the tubing since at
this position the echo would ideally be widest and have
greatest amplitude. Then the greatest estimated speed along
the echo was taken to be the midstream speed of the tube
since for laminar flow the speed of the flow is greatest at
the axis of the tube.

The parameters that were varied and are discussed in
detail are: the vessel diameter, the ultrasonic beam width,
the correlation length, the viewing angle, and the distance
the scatterers move between echoes.

1) Focal region lateral beam width: Two transducers were
used in the experiment. They will be called XTALl and
XTAL2. Both transducers were spherically focused at 50.6
mm (2 inches) and had a center frequency of 5 MHz. The

field plots of XTALl and XTAL2 are contained in Figures 21
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and 22, respectively. XTALl had a 12,7 mm (0.5 inch)
aperture diameter, a 3 dB lateral width of 4.6 wavelengths
of center frequency (1.4 mm), and an axial beam width of
109 wavelengths (33 mm). XTAL2 had a 25.4 mm (1 inch)
diameter, a 3 dB beam width of 2.3 wavelengths (0.7 mm),
and an axial beam width of 28 wavelengths (8.4 mm). These
transducers were selected because they were commercially
available and are representative of the «clinical
transducers currently being used.

The flow rate: The flow rate was varied by adjusting the
pump speed. The volume flow from the pump was determined
by the duration of time (measured with a stop watch) the
flow took to £fill a known volume (graduated cylinder).
The accuracy of the volume flow measurement was +/- 1%.
The average flow rate is determined by dividing the volume
flow rate by the cross—sectional area of the dialysis
tube. The midstream flow rate is twice the average flow
rate for fully developed laminar flow [21].

The viewing angle: Four viewing angles of 45, 55, 65, and
75 degrees were used. The angle was changed by rotating
the transducer through an arc on the precision platform.
The error in the angle of the arc was +/- 0.5 degrees.
Correlation length of the window: Two lengths were
chosen: 41 points (4 wavelengths at 5 MHz) and 81 points
(8 wavelengths at 5 MHz). These values are rather
arbitrary and correspond to axial resolutions of
approximately 0.6 mm and 1.2 mm, respectively. The 4

wavelength correlation length is not so small as to cause
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excessive errors from windowing, and the 8 wavelength
value not so large as to cause excessive velocity
gradients across the cell.

Dialysis tube diameter: Three sizes of dialysis tubing
were used. Their inside diameters were 6.96 mm for the
dialysis tubing (0.05 mm wall thickness) and 3.84 mm and
2.24 mnmm for the heat shrinkable tubing (0.46 mm wall
thickness). This corresponds to inside diameters 1in
wavelengths at 5 MHz of 23.2, 12.8, and 7.5. The error in
the measurement of the inside diameters of the tubes was
+/~ 0.05 mm. No degradation of the echoes was noticed by
the walls of the tubes. But the TDM can take into account
wall echoes. For the 75 degree viewing angle, the wall
was present in the echo. This stationary wall echo can be
subtracted from the echoes before processing. The tubes
were selected because they were commercially available and
comparable in size to the vessels examined by pulsed
Doppler technigques in human subjects.

The parameters that were kept constant include:
Transmitted wavelength: The frequency was restricted to
5 MHz. However, even though the center frequency was not
varied, the different tube diameters provide‘the capacity

to examine the time domain approach as a function of tube

- diameter in wavelengths. That is, measuring the 6.96 mm

tube at 2.5 MHz is equivalent to measuring the 3.84 mm
tube with 5 MHz since they are both approximately 12
wavelengths across at their respective frequencies.

System Q: The system Q was kept as small as possible
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(approximately 4, see Section C) to increase the ablility
to discern the range of the scatterers. The system Q was

measured to be approximately 4.

B. Description of A/D Unit

In this section the two interleaved A/Ds and the
associated timing circuits will be discussed (the A/D box of
Figure 20). Figure 23 is the block diagram of the A/D box in
Figure 20 and will be useful as a guide for the following
discussion.

The pulse repetition rate (PRF) generator (PRF COUNTER
in Figure 23) consisted of a divide by 5 prescaler followed
by a 24-bit programmable counter. The prescaler was an
artifact of an earlier design and has remained with the PRF
generator even though the prescaler is not necessary. The
pulse repetition rate code that is to be loaded into the
24-bit programmable counters at the end of the PRF cycle is
held in 24 bit latches. The latches are loaded under program
control from the computer before data acquisition begins
(before the echoes are digitized and stored). The PRF
generator is free running. At the end of a PRF cycle the PRF
counter reloads itself and begins counting up to the end of
the next PRF cycle. At the time that the PRF counter reloads
itself the sync pulse to the pulse generator is sent.

At the end of a PRF cycle the PRF generator sends a
logic high to the flip~-flop whose Q ouput feeds the enable to
the range counter. The next clock sets the flip-flop and
enables the range counter. At the end of the range gate the

flip-flop 1is cleared and waits for the next PRF cycle to
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become set. The flip~flop is first cleared at the beginning
of data acquisition by a programmed clear (the flip-flop
might have already been cleared by the echo counter, see
below), and at the end of data acquisition, the flip-flop is
held in a clear state until the next sequence of data
acquisition.

The range counter (16 bit) is enabled at the end of the
PRF cycle after the flip-flop sets. After the range counter
has counted the programmed amount, Q15 goes high enabling the
range gate counter. The range gate counter is programmed for
the range over which the echoes are to be digitized. The
programmed amount is held in a 16-bit latch loaded under
program control before data acquisition begins. At the end
of the range gate the range counter is reloaded with the data
held in the 1latch and awaits the next enable from the
flip-flop (which is also cleared at the end of the range
gate).

The range gate counter (16 bit) begins counting when Q15
of the range counter goes high. The range gate counter is
loaded with the width of the range gate needed to capture the
echo. The information for loading the counter is held in a
l16-bit latch that is programmed before data acquisition. At
the end of the count the range gate counter reloads itself,
loads the range counter (resetting Ql5 of the range counter),
and clears the flip-flop.

At the end of the range gate the echo counter (16 bit)
is incremented. If the counter overflows, the computer is

flagged that the data acquisition sequence has been completed
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and the flip-flop is held in a clear state until the
flip-flop is released under program control at the beginning
of the next data acquisition sequence. If the counter does
not overflow, the data acquisition sequence will continue.
The data for loading the echo counter are held in a 16-bit
latch and are programmed before data acquisition. If the
same number of echoes from one data acquisition sequence to
the next is required, then the echo latch does not need to be
reloaded (this 1is true for all of the counters). The clear
on the flip-flop is released at the beginning of the data
acquisition sequence by 1loading the echo counter, hence
removing the overflow condition.

The system clock (25 MHz) is generated by an ECL
oscillator. The use of ECL allows the easy generation of a
two phase clock so that the A/D's can operate off alternate
half cycles. The duty cycle and relative delay from each
other can be adjusted by single shots contained in the
oscillator block. The A/D's need a particular duty cycle for
optimal operation. The differences in the aperture delays
(the point at which the video is taken for digitization after
the 1leading edge of the <clock) can be compensated by
adjusting the relative delay of the clock between the two
A/D's. The oscillator block has the provision of generating
in phase clocks for the A/D for the case in which two
different signals need to be converted simultaneously.

The A/D's are both TRW model TDCl007PCB. The A/D's are
constantly converting the signal and outputting the 8-bit

conversion to the memory. The A/D's are flash converters,
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that 1is, with one clock the signal is converted fully. The
A/D's are guaranteed to operate at 25 MHz and typically
operate at 30 MHz. ‘

The 8-bit output of the A/D's feed their own bipolar
type memory (INTEL model 2115A 1Kx1 high speed memory). A
high speed memory is required because the computer cannot
store data at 25 megabytes per second. The size of each A/D
memory is 4096 bytes (8 bits are one byte) organized as
4096x8. The address lines are generated by a 12-bit counter
which shares the same clock as the A/D feeding the memory.
The counter 1is enabled during the range gate or during the
computer read cycle. At the Dbeginning of the data
acquisition sequence when the echo counter is loaded, the
write line to the memory is enabled. When the echo counter
overflows, the address counters are cleared and the write
line disabled.

The tristate interface buffers the data from the bipolar
memory to the computer I/O line. The interface is disabled
when the A/D unit is not addressed by the computer insuring
that there is no interference with other devices connected to

the same I/0 line.

C. Measured Statistics of the Echo Waveform

In this section the signal model of an echo from
buttermilk will be shown to be BPWGN and, hence, a suitable
replacement for blood in evaluating the TDM. The probability
distribution function (pdf) and the spectrum will be examined
for a Gaussian distribution and a bandpass spectrum,

respectively.
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The pdf was measured by sampling at one A/D sample point
the voltage of the echo at midstream range. A large number
(65536) of points was taken to determine the frequency of
occurrence of the A/D levels, which is by definition the pdf.
The midstream velocity of the buttermilk was a nominal 2
cm/sec and was contained by the 6.98 mm diameter tube. The
PRF used was 151 Hz which is a rather slow experimental PRF,
but this allowed for some deg;ee of independence from sample
to sample. Independence is not necessary to £ind the pdf,
but independence allows the pdf to converge more quickly.
The mean and variance of the voltage were also determined and
a Gaussian curve generated with these parameters. In Figure
24 both curves are plotted.

A chi square test was performed on the experimental pdf
with the experimentally measured pdf to see if the two curves
were 1in agreement. The comparison was made on the data
within two standard deviations of the mean of the
experimental pdf curve to prevent the discrete nature of the
number of samples in the tails of the curves from causing
arithmetic faults in the computer program. The curves were
found to compare favorably at the 95% level. Hence, the pdf
appears to be Gaussian.

The spectrum of the echo was determined by £finding the
autocorrelation function of the echo and then taking the
Fourier transform of the function with an FFT yielding the
power spectrum. The autocorrelation function was measured by
averaging it many times. The results of the FFT are given in

Figure 25, There are approximately 10 A/D samples per cycle
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of the center frequency of the transducer (5 MHz) and the FFT
is 128 samples long. Hence the spectrum should peak at
128/10 or around 13. Included in Fiéure 25 1is the
autocorrelation function. Note that the function has a
period of 10 samples, which is the center frequency of the
transducer.

The Q of the system was determined by dividing the
center frequency (5 MHz) of the transducer by the 3 dB
bandwidth of the spectrum in Figure 25. Both transducers

were found to have approximately the same Q of 4.

D. Velocity Profile Results

The time domain method was used to determine the
velocity profile across a vessel. 1In each of Figures 26, 27,
and 28, there are four graphs. Each represents the different
viewing angles of 45, 55, 65, and 75 degrees. In each of the
12 graphs there are four curves. They are essentially the
same as those of Figure 16 and are discussed in detail below.
The three different tube diameters of 23, 13, and 7.5
wavelengths are represented in Figures 26, 27, and 28,
respectively. The correlation length is 8 wavelengths and
the beam width 4.6 wavelengths for Figures 26 and 27 and, for
Figure 28, these variables are 4 and 2.3 wavelengths,
respectively. The curves are normalized by the estimate of
the midstream velocity value and are hence read from the
relative velocity profile axis (the vertical axis in the
figures). The curves in Figures 26, 27, and 28 are a result
of averaging 256 measured profiles over a two-minute period.

Using this number of profiles allowed for the accuracy of the
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estimate of the jitter to be within 9.6% of the actual value
of the jitter at the 95% confidence level (if the estimates
are Gaussian distributed). When only the velocity profile is
needed, the number of averages to take may be only one. The
two-minute period could be reduced by three orders of
magnitude by using a dedicated number cruncher. More
averages are desirable to reduce the statistical error in the
estimate of the jitter, but the corresponding increase in
time precludéd taking more averages. The amount that the
scatterers in the buttermilk moved across the beam width
between two successive echoes was approximately 10% of the
beam width for XTALl1l and 20% for XTAL2 for a viewing angle of
45 degrees. At 75 degrees the amount doubled.

The velocity profiles obtained by the TDM are in Figures
26, 27, and 28. This profile is typically parabolic and
somewhat flat at the top where the maximum occurs. The
left-hand side of the profile usually gives a higher value
than the other parabolic curve that traces the profile. The
right-hand side tends to turn upward too.

In Chapter III the estimated profile was compared with
the actual profile (see Figure 16). For the experimental
examination of the TDM the actual profile is not precisely
known. However, an estimate of this profile can be made
because the experimental conditions were such as to assure
parabolic laminar flow. Therefore, a least squared error
parabolic fit [22] to the measured profile was performed on
each of the estimated velocity profiles and graphed along

with the estimated profile so that the deviation of the
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estimated profile from a parabolic profile can be compared
with the simulated results of Figures 16, 17, and 18. This
profile 1is distinguishable from the measured profile by its
perfect symmetry and smoothness. The midstream value of the
parabolic £fit is wused to normalize the fit at midstream to
100%. The estimated velocity profile and the jitter are also
normalized by this value (as are Figures 17, 18, and 19).

The third curve graphed in the figures is the standard
deviation of the velocity estimate (jitter). This curve is
the lowest curve of the four and its values are read from the
left-hand vertical axis. The jitter tends to be smallest at
midstream and largest at the wall of the tube.

The fourth curve in the figures is the precision of the
estimate given by Eq. (III.1l). Values above 25% were
truncated to 25%. This curve 1is distingquished £from the
others by having a minimum at the center of the graph and
both of the sides flattening out at 25% (use the right-hand
vertical scale). As in Chapter III the error curve is a

measure of the precision of the estimate of the flow.

E. Estimated Speed Linear Dependence on Actual Speed

Equation (II.6) predicts a linear relationship between
the estimated shift (estimated velocity 1is equal to the
estimated shift scaled) at a point in the flow using the time
domain method to the actual speed at that point. This
relationship has been experimentally examined by recording
the estimate of the speed at a point for various volume flows
and examining how well the data fit a least squared error fit

of the data. Assuming that the profile remains laminar over



94

the volume flow rates, which are always less than 4 ml/s,
and, therefore, are theoretically laminar for the tube length
used (see Section A), the actual speed at any point should be
linearly related to the volume flow. Figure 29 is the least
squared error £fit of the data taken with XTAL2 (BW of 2.3
wavelengths). The viewing angle was 45 degrees, the vessel
diameter was 23 wavelengths (6.96 mm), and the correlation
length was 8 wavelengths. The horizontal axis is the volume
flow rate and the vertical axis is the measured midstream
velocity. The speed of the midstream flow was chosen for
analysis since this is the region of lowest error in the
estimation of flow (see Figures 26-28 for experimental proof
and Chapters II and III for theoretical proof). The choice
of the largest vessel for the test of linearity allowed the
speed estimation to have the least amount of jitter. The
only source of experimental error is the measurement of the
true volume flow rate which is approximately 2%. At this
time only linearity of the TDM is examined, hence, the raw
volume flow data will be used because converting this data to
actual flow at the actual range would only increase the error
in the horizontal coordinate without adding any other
information about linearity. The least squared error line
fits the data closely (standard deviation of 0.83%), insuring
a linear relationship between measured volume flow and the

estimate of midstream speed.

F. Estimated Speed Dependence on Viewing Angle
Theory predicts that the flow rate is directly

proportional to the cosine of the viewing angle Eg. (II.6).
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Figure 29. A graph of the measured midstream velocity with
the TDM vs. measured volume flow for a tube diameter
of 23 wavelengths (6.96 mm), a correlation length
of 8 wavelengths, and a transducer beam width of

2.3 wavelengths.
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This was experimentally examined by applying the TDM to the
estimate of the midstream speed at four different viewing
angles (45, 55, 65, and 75 degrees) and three different
vessel diameter sizes (23, 13, and 7.5 wavelengths of 5 MHz)
under constant midstream flows of 8, 21, and 37 ml/s,
respectively. Figure 30 1is the plot of the estimated
midstream speed of the buttermilk (not normalized by the
cosine of the viewing angle) for each of the three sizes of
tubing. The three curves in the figure are the least squared

error fit of the data for each tube to the curve

A°COS[® + 10‘(i-1)], i= l' 2' 3' and 4 qu (IV.Z)

where A and ©® are the variables to be found. The curves in
Figure 30 are from top to bottom from the 7.5, 13, and 23
wavelength diameter tubing, respectively. The only parameter
varied was the viewing angle, hence, the only source of
uncertainty in the deviation of the data from the cosine
curve was the uncertainty due to measuring the actual viewing
angle. This error is discussed below. Note that the data
points closely fit the curve (the standard deviations of the
departure of the data from its respective curves are from top
curve to bottom curve 0.83, 0.87, and 0.78%, respectively)
and the curves all cross the horizontal axis at 90 degrees
and have a maximum at 0 degrees, as they must for the cosine
function.

In testing for the dependency of estimated speed on the
viewing angle, the errors in the measurements of volume flow

and tube diameter are independent of viewing angle and,
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hence, will not introduce errors into the test. However,
there are three other sources of errors affecting the test.
They are 1) the viewing angle, 2) the sound beam location
relative to the tube axis, and 3) the sound beam refracting
between the buttermilk and the surrounding medium.

The viewing angle was determined by first finding the
angle that gave the lowest axial speed of the buttermilk
under the experimental conditions used to determine the data
in Figure 30. The estimated speed at a viewing angle of 90
degrees should be zero since the estimated speed is
proportional to the cosine of the viewing angle. The precise
angle at which the estimated speed was zero was difficult to
ascertain since this null region around 90 degrees was rather
broad (+/- 3 degrees). Once a 90-degree 1location was
determined, the transducer was then rotated 15 degrees to the
75-degree viewing angle and the axial speed was estimated
with the TDM. The change in angle was quite accurate with an
uncertainty of +/- 0.5 degree. Then the transducer was
rotated an additional 30 to the 45-degree viewing angle and
the axial speed estimated. If the two axial speeds estimates
of 45 and 75 degrees were within 5% of each other, then the
angles were considered acceptable. If the axial speeds were
not within 5% of each other, the procedure was repeated by
first adjusting the null angle by one degree (in the
direction to increase agreement). The iteration was repeated
until the two measurements were in the best agreement
possible at the 1 degree resolution (typically, best

agreement was when the two measurements were within 5% of
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each other).

The equation of the error in determining the viewing
angle by the above iterative approach is given by the
following:

COS (75+M0) /COS (45+AQ) -COS (75) /COS (45)

ERROR = 100~ Eq. (IV.3)
COS (75) /COS (45)

The limits on A® for five percent error and assuming no angle
dependent bias in the estimate is [-1.07 < A® <1.03 ]. The
simulated results of Table III.l show that the bias in the
estimate of midstream flow is weakly dependent on the viewing
angle for the correlation length of 4 wavelengths and for the
smallest tube for which the bias is strongest (the bias is
3%). The error in the viewing angle as a result of ignoring
the 3% bias is [-1.73 < A® <1.63 ] (the 5% agreement would
actually be increased to 8%).

The second source of error causes a potential
nonlinearity in the determination of the viewing angle due to
refraction between the surrounding medium and the buttermilk.
This would cause the transmitted angle of the sound beam to
refract in the scatterers to a different angle, as determined
by Snell's law. A 1.0% difference in the speed of sound at
an angle of incidence of 45 degrees would result in a change
in the transmitted angle of 0.5 degree from the incident
angle. At an incident angle of 75 degrees the transmitted
angle would be off by 2.3 degrees. The speed of sound 1in
buttermilk was determined by the author to be the same as the
speed of sound in water (comparison was made at 20°C for both

fluids) within an experimental accuracy of +/- 1%. Hence,
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the incident angle must be within 2.3 degrees of the
transmitted angle at 75 degrees (where refraction is the
dgreatest).

When the experimentally determined- viewing angle is
different from the actual viewing angle, there will exist a
relative error between the measured velocity and the actual
velocity. The relative error is defined as the difference
between the measured velocity and the actual velocity divided
by the the actual velocity, then the ratio is multiplied by
100. From Eq. (II.6) the relative error is the ratio of the
cosine of the experimentally determined viewing angle to the

actual viewing angle (see Table IV.1l).
Table IV.1

Relative error in velocity measurements when the actual
viewing angle @ is different from the experimentally
determined viewing angle © + AQ®.

A®

&1 -3 -2 -1 0 +1 +2 +3

45 [ +5.10 +3.43 +1.73  0.00 -1.76 -3.55 -5.37
55 | +7.34 +4.92 +2.48  0.00 -2,51 =-5.05 ~-7.61
65 |+11.09 +7.42 +3.73  0.00 -3.,76 -7.55 -11.36
75 |+19.39 +12.96 +6.50  0.00 -6.53 =-13.09 =-19.67

The third source of error is the alignment of the beam
axis with the vessel axis. Without perfect alignment the
maximum flow streamline would not be centered laterally with
the range cell., Not being perfectly centered on the axis of
the vessel is an experimental possibility (the length of the
echo 1is used to determine the position of the axis) since
there is no sharp distinction in the length of the echo as

the sound beam is moved across the vessel. The reason for
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the echo being widest when the sound beam passes through the
axis of the tube is that the path the sound takes through the
tube is maximal when the beam passes through the axis, and
all along this path the ultrasonic energy will be scattered,
hence, creating the 1longest possible echo. The error
resulting from missing the axis of parabolic flow <can be
determined with the help of Eqg. (II.ll). The error in
missing the vessel axis by 10% of the vessel diameter is the
value of the flow at r=D/10 in Eq. (II.1l1l) which is 0.96 of
the axial flow. Hence, the error will cause the results of
the estimation of the midstream flow to be low by 4%. The
error in missing the midstream streamline is estimated to be

less than 10% in the experimental setup.

G. Absolute Agreement Between Estimated Speed and Actual
Speed
In this section the absolute agreement between the
calculated midstream speed value (section A) and the TDM
determination of midstream speed is examined. The bias of
the estimate of the midstream speed of buttermilk using the
TDM is 1listed in Table 1IV.2 for three different tube
diameters and two different transducer beam width values.
The calculated value of midstream speed is taken to be the

actual midstream speed for the bias calculations.
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Table IV.2

Amount of experimental bias in estimated flow. The bias of
each entry in the table is obtained from a viewing angle of
45 degrees, a correlation length (LEN) of 4 wavelengths, and
two different transducer beam widths (BW).

TUBING DIAMETER (mm)

6.96 3.84 2.24
BW=2.3 94,.2% 96 .9% 75.0%
BW=4.6 96.0% 90.1% 88.9%

In comparing the estimated axial flow speed to the
calculated speed, four additional sources of error must be
evaluated. They are 1) the measurement of the
cross—-sectional area, 2) the skewness of the transducer plane
of rotation (the plane that contains the viewing angle) to
the axis of the tubing, 3) the value of ¢ in Eq. (II.6) (the
speed of sound in the scattering medium) needed to determine
the speed of the scatterer must be known accurately, and 4)
the wavelength difference between the focal region and the
plane wave value.

The uncertainty of the tube's cross-sectional area
measurement is twice the uncertainty for the diameter
measurement. Using the tolerances in the diameter of the
tubing listed in Section A, the uncertainties in the
measurement of the cross-sectional area are +/- 4.5% for the
2.24 mm tube, +/- 2.5% for the 3.84 mm tube, and +/- 1.5% for
the 6.96 mm tube. The uncertainty in measuring volume flow
was approximately 2%. The uncertainty in measuring thé tube
diameter is independent of the uncertainty of measuring
volume flow, hence, the uncertainty of the midstream speed is

the sum of the two independent uncertainties. The errors in
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determining the midstream £flow are approximately +/- 6.5%,
+/- 4.5%, and +/- 3.5% for the tubing in order of increasing
diameter.

Ideally, the plane that contains the sound beam axes for
the four viewing angles should contain the axis of the tube.
Otherwise, for example, a 10 degree rotation of the
transducer will not correspond to a 10 change in the angle of
incidence of the sound beam to the tube axis, hence, the
actual viewing angle will not be in agreement with the
transducer's angle. The error due to skewness of the
transducer plane of rotation to the axis of the tubing
consists of a constant scaling factor (independent of the
viewing angle) that biases the estimate of actual flow to a
lower value. The scale factor is eqﬁal to the cosine of the
angle of the skewness. For example, if the angle of skew is
10 degrees, then all of the flow estimates will be 98.5%
(cosine of 10 degrees) of the actual flow (ignoring all other
sources of errors). The angle of skew was unknown in the
experimental arrangement but is estimated to be less than 10
degrees.,

The estimated speed of the flow is directly proportional
to the speed of sound in the buttermilk. As mentioned in
Section F, the speed of sound appears to be approximately the
same as that in water within +/- 1%. For example, if the
speed is 0.5% faster in buttermilk than the 1500 m/s value,
then the estimate of the speed of the flow will be lower by
this amount.

The results of Table 1IV.2 are experimental and thus
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contain the bias due to the longer wavelength being in the
focal region expressed by Eg. (II.8). The results from XTALl
will be low by 0.39% and XTAL2 by 1.56% when compared to the
actual flow speed or to the computer simulation which does
not correct for this effect.

The experimental uncertainty in the determination of
midstream velocity 1is at least the sum of the two major
sources of uncertainty: the cross—sectional area of the tube
and the viewing angle. The uncertainty in the viewing angle
can be as dgreat as 1 degree in the procedure discussed in
Section F used for finding the viewing angle. From Table
IV.1 this would correspond to a 1.76% uncertainty in the
midstream velocity measurement. Adding this uncertainty to
the wuncertainty in the cross-sectional area for the 23
wavelength diameter tube mentioned above (3.5%) results in
5.26% uncertainty in the experimentally determined midstream
velocity.

The uncertainty in the experimentally determined
midstream velocity for the two smaller tubes is calculated in
a similar manner. Since the viewing angle was held constant
for the data of Table 4.2, the uncertainty due to the viewing
angle is still 1.76%. Adding to this value of uncertainty
the uncertainties in the cross-sectional area of the 3.84 mm
and 2.24 mm tubes, the total uncertainties are found to be 6%
and 8%, respectively.

The values of Table IV.2 were measured experimentally
and the correction factor when the wavelength becomes longer

. in the focal region must be entered. For XTAL1 (BW=4.6) the
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values of bias that the TDM should measure are
100% - 0.39% = 99.6% and for XTAL2 (BW=2.3) the bias should
be 100% - 1.56% = 98.4%.

The midstream velocity measurement using the TDM for the
2.24 mm tube and for a BW=4.6 resulted in a bias of 75%. If
the 8% allowable uncertainty is included, the bias still is
outside the 99.6% bias that the TDM should have measured.
The 1lack of agreement between the midstream value determined
with the TDM and the experimentally determined midstream
velocity is due to the averaging effect of the range cell.
When the averaging effects that the simulation predicts
(Table 1III.1l) are considered, then the agreement is within

experimental error (see Chapter VI for further comparison).

H. Estimated Speed Dependence on the Amount of Shift
Between Successive Echoes

The top curve in the two graphs of Figure 31 shows how
the velocity estimate varies with the amount of shift between
echoes (the bottom curve will be discussed in the next
section). Shift is defined as the amount that the
correlation procedure has estimated that the range cell has
moved in the time interval between successive echoes. The
shift is measured in wavelengths (the average period in the
echo, hence, a scatterer that has moved 1 wavelength in
distance away from the transducer will have moved 2.3
wavelengths in the echo (or shifted 2 wavelengths)). The
graphs in Figure 31 are for XTAL2 using a correlation length
of 4 wavelengths and a viewing angle of 45 degrees. | The

estimate 1is constant except for shifts less than 0.05
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wavelength. The dip at the smaller values of shift is the
result of the bias in the parabolic interpolation (discussed
in Chapter V) of the location of the local maximum of the
correlation function between the two range cells. The bias
resulting from the alignment of two echoes shown is of the
order 0.001 wavelength (see Chapter V). Hence, shifts of the
order 0.1 wavelength will have a 1% error due to this bias.
The error represents no limitation since the optimal shift is

around 0.55 wavelength (as will be shown next).

I. Variance of the Estimate of the Midstream Flow

The bottom curves in each of the two graphs in Figure 31
show the precision of the velocity estimation. The mean and
standard deviations of the estimate of midstream flow are the
results of the statistics from 256 estimates of the midstream
velocity using the TDM. Note that the precision has a
minimum around a value of 0.75 wavelength for the shift
between the two echoes. This 1is the optimal region to
estimate the mean. The curve for a correlation length of 8
wavelengths has a broader minimum region than the 4
wavelength correlation length. The broad range of values for
the shift over which the precision was minimized makes the
choice of shift not very critical.

Table IV.3 is a tabulation of the precision using the
TDM in the estimation of the midstream flow. Two different
sized transducers, three different tube diameters, and four
different angles were used in the preparation of the table.

The midstream flow was selected since the error is smallest
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in this region and a significant amount of the total flow

occurs here,

Table 1IV,3
Results of the precision in the estimation of midstream flow.
The parameters that are varied are: the beam width of the
transducer (BW), the correlation length in wavelengths (LEN),
the viewing angle in degrees (THETA), and the diameter of the
tube.

TUBING DIAMETER (in mm)
6.96 3.84 2.24

@ © 0 0 @ O T QO € G ¢ Q6 O C S O O

THETA=55: 3.5 4,0 23
THETA=65: 4.0 5.0 >25
THETA=75: 7.5 8.0 >25
BW=4.6 LEN=8 THETA=45: 2.0 2.5 21
THETA=55: 3.0 3.0 >25
THETA=65: 3.0 4.5 >25
THETA=75: 5.0 6.0 >25
BW=2.3 LEN=4 THETA=45: 4.0 5.5 15
THETA=55: 6.0 6.0 16
THETA=65: 10.0 10.0 15
THETA=75: 18.0 23.0 23
BW=2.3 LEN=8 THETA=45: 3.0 4.0 11
THETA=55: 4.5 4.5 19
THETA=65: 6.0 7.5 21
THETA=75: 12.5 15.0 >25

Some observations can be drawn from the data of Table

IV.3.

1) The precision decreases with the viewing angle. The
reason for the decrease is that, as the angle gets larger,
more uncorrelated scatterers slip into the range cell,
corrupting the echoes.

2) As the tube diameter decreases the precision decreases.
This is due to the existence of greater velocity gradients
across the range cell.

3) Larger correlation lengths yield a higher precision except
when the lengths are so large as to involve a substantial
amount of the vessel (as in the 2.24 mm case), which

results in a high velocity gradient across the range cell.
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However, the larger correlation lengths allow more data to
be averaged which results in a higher precision in regions
of uniform flow.

4) Generally the less focused the transducer (BW=2.3) the
better the precision unless a substantial amount of the
vessel is within the range cell. The 1larger beam width
allows more information to be averaged in uniform flow.
In regions of high velocity gradients (the narrowest
tubing), the more sharply focused transducer will provide
better results since the velocity gradients will have a

lesser effect.

J. Correlation Coefficient Measurements

The dependence of the correlation coefficient of the two
range cells on the amount that their constituent scatterers
moved perpendicularly to the sound beam axis has been
examined. This was studied by allowing the time interval
between pairs of echoes to get larger while determining the
correlation between the two range cells at the midstream
position. Two correlation lengths and one transducer were
used.

If the correlation between two aligned range cells were
to be used, the results would be biased since the alignment
procedure aligns the range cells so that they are maximally
correlated and not necessarily shifted by the actual amount
that their constituent scatterers are shifted. For example,
if two completely independent segments of BPWGN waveforms are
first shifted to acquire a local maximum correlation, then

this value is used for the correlation coefficient; the
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result will be that these two independent waveforms are
correlated (when in fact they were independent). By first
determining the average shift for a certain reference PRF and
then shifting the range cells by the average shift for the
new PRF (without alignment), statistical independence of the
correlation coefficient from alignment biases is assured.

To determine the amount to shift the second range cell
before finding the correlation coefficient, the average shift
per unit time was first determined at some PRF (a nominal
value for PRF was 500 Hz). The PRF was chosen so that the
average shift between successive echoes was 0.7 wavelength so
that the jitter in the estimate of average shift was minimal
(see Section I). Then the PRF was set at 8 kHz and 64
successive echo segments were digitized (128 A/D samples of
the echo at midstream made up each segment). Next, the range
cell of the first echo was correlated with the range cell of
each of the successive 63 echo segments at the range that the
constituent scatterers of the first range cell had moved in
the echo segments. The range was calculated by the time
interval between the the first echo and the echo being
correlated multiplied by the shift per unit time. In the
case that the correlation required a noninteger amount to
shift the range cell, the range cell was shifted through
three different positions, with the middle position being
closest to the noninteger amount. A parabolic iteration was
performed to approximate the correlation coefficient at the
noninteger value.

Figure 32 is the experimentally measured correlation
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coefficient between two range cells in the midstream flow as
a function of the scatterers' perpendicular displacement
relative to the sound beam axis of the second echo moved
relative to the first echo. The correlation coefficient is
obtained by

r
51 xli)dy (i) - ajx(i)ujy(i)

&

,\/E} x (1) *x (1) —(2::(1))2] *Ejy(i)*y(i) —(Z y(i))z]

Eq. (IV.4)

h member of the correlation window of the

where x(i) is the i
first echo and y(i) is the corresponding member of the second
echo. The perpendicular displacement is measured in units of
the transducer beam width for purposes of comparison with the
theoretically derived result of the ideal cylindrical beam of
Figure 14. 1In Figure 14, h/2r (2r is the beam width of the
ideal beam used in Figure 10) is equal to the axial
separation listed in Figqure 32. The data were taken from the
midstream point where flow is most uniform. XTAL2 (BW=2,3)
was used with the 6.96 mm diameter tube and the top curve was
from a correlation length of 4 wavelengths and the bottom
curve from 8 wavelengths. The viewing angle was 45 degrees.
The choice of XTAL2 allowed the beam width to be small. The
choice of the large tube allowed the midstream velocity field
to be as uniform as possible. The two curves in Figure 32
are approximately the same. The curve for the correlation
length of 4 wavelengths (the top curve) has slightly higher
values than the curve for a correlation 1length of 8

wavelengths. For example, the values of 0.73 and 0.70 are
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found at an axial separation of 0.25 BW for the top and

bottom curves, respectively.

In an effort to examine how the correlation coefficient
is affected by the system parameters of beam width,
correlation length, tube diameter, and viewing angle, Table
IV.4 was constructed. The correlation was taken at the
midstream point and the PRF was set so that on the average
the two range cells would need 1 wavelength of shift to
align. The value of 1 wavelength was chosen because this
value allowed the correlation coefficients of the 6.96 mm
vessel to take on midrange values (larger than 25% and less
than 75% approximately).

Table IV.4

Experimentally measured correlation coefficients at
midstream. The parameters that vary are: the transducer
beam width (BW) in wavelengths, the correlation length in
wavelengths (LEN), the viewing angle in degrees (THETA), and
the tube diameter. The correlation coefficients are for 1
wavelength of shift between successive echoes.

TUBE DIAMETER (in mm)
6.96 3.84 2.24
BW=4.6 LEN=4 THETA=45: 0.79 0.58 0.80
" " THETA=55: 0.73 0.51 0.52
" " THETA=65: 0.71 0.43 0.42
" v THETA=75: 0.62 0.37 0.54
LEN=8 THETA=45: 0.78 0.60 0.75
“ THETA=55: 0.72 0.53 0.51
" " THETA=65: 0.47 0.44 0.45
" " THETA=75: 0.41 0.39 0.45
BW=2.3 LEN=4 THETA=45: 0.77 0.60 0.72
" " THETA=55: 0.68 0.58 0.71

" " THETA=65: 0.59 0.48 0.42
" " THETA=75: 0.38 0.26 0.24
" LEN=8 THETA=45: 0.76 0.77 0.42
" " THETA=55: 0.65 0.55 0.30
" " THETA=65: 0.55 0.46 . 0.27
" " THETA=75: 0.37 0.22 0.24

Several trends can be observed in the table.
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1) As the viewing angle gets larger, the correlation

2)

coefficient gets smaller. This 1is a result of more
uncorrelated scatterers entering the range cell at higher
angles than for lower angles with the same amount of shift
between echoes. At higher angles the scatterers move more
perpendicularly to the beam axis allowing more
uncorrelated scatterers (new to the range <cell of the
second echo) to enter the range cell than for a range cell
at a smaller angle with the same amount of shift between
echoes. Hence the correlation coefficient is lowered.

The viewing angle for a large vessel can be
determined by comparing the midstream correlation
coefficient of the vessel to an experimentally derived
table such as Table IV.4. For example, if a correlation
coefficient of 0.68 was found using a correlation length
of 4 wavelengths and a beam width of 2.3 wavelengths at
midstream of a large vessel, then by Table 1IV.4 the
viewing angle is 55 degrees. If the correlation
coefficient fell between two values listed in the table,
then the angle could be interpolated since the correlation
coefficient is monotonic (Figure 32). Once the viewing
angle and the shift between successive echoes are known,
then by using Eg. (II.6) the speed of the scatterer is
determined. Hence, from the shift and the statistics of
the range cell of two successive echoes, the speed of the
scatterers can be determined.

In general, the correlation coefficient gets smaller as

the diameter of the tubing gets smaller. However, this
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trend is violated 50% of the time for the 2.24 mm tube for
reasons unknown. This results from the velocity gradients
across the range cell becoming larger. It is impossible
to align two echoes perfectly (with the present
correlation method) that have a velocity gradient across
them, because under the best of conditions the second
range cell looks like a stretched version of the first and
a direct correlation can not compensate for this effect.
The lack of alignment keeps some of the data points in the
first range cell from being correlated with their
counterparts in the second echo.

The difference between the correlation coefficient for a
beam width of 4.6 wavelengths compared with a beam width
of 2.3 wavelengths is greatest at the higher viewing
angles (where the axial separation is greatest). The
theory presented in Chapter 1II predicts that the
correlation coefficient is dependent on the amount of
axial separation between the two echoes, normalized
(divided) by the beam width of the transducer field
pattern. XTALl (BW=4.6) has a beam Qidth twice that of
XTAL2 (BW=2.3) so that the axial separation in beam width
in the case of the echoes from XTALl1 should be twice as
small as XTAL2, resulting in a 1larger correlation
coefficient. However, computations assume a uniform flow
profile in the range cell. The large beam width of XTALl
(20% of the vessel if the correlation window length and a
nonzero system Q are included) will receive signals from

a range of velocities, degrading the correlation.
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V. ERRORS INTRODUCED BY QUANTIZATION OF THE ECHOES

The implementation of the time domain method resulted in
the conversion of the echoes into a digital format so that
the computer could be utilized to investigate the technique.
The identified errors associated with the A/D conversion
process and data manipulation are as follows:

1) the A/D has a finite number of bits of accuracy,

2) only a limited number of samples of the waveform may be
taken per wavelength, and

3) the correlation function will exist only at discrete
points and the maximum can (and does most of the time)
fall between two points, hence limiting the accuracy of
the estimation of the correlation peak.

The estimation of the value of a point in the echo will
have an uncertainty of plus or minus one half of the least
significant bit (LSB) and the uncertainty is normally assumed
to be uniformly distributed within these bounds [25]. The
variance of the wuncertainty is 1/12 the width of an LSB
squared [25]. This is equivalent to a 50 dB signal-to-noise
ratio for a sine wave with a peak-to-peak voltage covering
the entire range of the 8-bit A/D [25].

When comparing the waveform in a range cell of an echo
with the waveform in the aligned range cell of the successive
echo, it is found that the two waveforms do not look exactly
alike. By subtracting the aligned range cell waveform from
the first, the noise in the second waveform is found. The
signal-to-noise ratio can then be found by squaring and then
integrating the difference (by Simpson's rule) and then

dividing by the average power in the second echo (squaring

and integrating). For a nominal experimental setup of a



117

viewing angle of 45 degrees, a shift between range cells of
0.7 wavelength, a tube of diameter 6.98 mm, and a transducer
BW of 2 wavelengths, the measured signal-to-noise ratio
varied between 18 and 28 dB. The noise in the echo is from
the scatterers changing their positions with respect to the
beam position, rather than electronic sources of noise.
Hence, in comparison to the noise in the aligned range cell
of the successive echo, the finite resolution of the A/D
represents an insignificant error.

A computer simulation was performed to analyze the
dependence of jitter (the standard deviation of the estimate
of a point in the velocity profile) on thevnumber of bits of
the A/D. In the simulation a segment of BPWGN (Q=4) was
generated (as discussed in Chapter II.C.1l). The sampled
value of each point in the segment was then truncated to the
desired number of bits, and that segment was correlated with
itself. The position of maximum correlation was determined
and this procedure repeated a large number of times (2048) so
that doubling the number showed no statistical difference in
the estimate of the jitter at the 95% level. The results of
the simulation are shown in Figure 33 for three «correlation
lengths, which allow the effect of correlation length on the
jitter to be studied. From Figure 33, 4 bits of resolution
differ less than 0.1% from 8 bits of resolution. Hence, it
is not necessary to have more than 4 bits of resolution (to
remove stationary echoes, more are probably needed) for the
TDM because the jitters from beam width modulation and

velocity gradients are far greater (see Chapter II.D).



118

2. 88

58

- 2

1.

\\‘\

N W LEN=2
o '

m'-.

\\ \Wm LEN=4

a8

£ H 7 #1 LEN=8

B. g

! ,
.60 2.98 4.04 5. 88 g. 89
NUMBER OF BITS

JITTER <IN PERCEHT OF WAVELEMLTH?
3
]

Figure 33. A graphical representation of jitter as a function of
the number of bits of resolution of the A/D for various
correlation lengths (LEN).



119

The effect of lowering the number of bits of resolution
on estimating the velocity profile of a parabolic profile is
shown in Figure 34. The curves were generated by changing
the number of bits of resolution in the simulation program of
Chapter III., The parameters of a typical system used in this
thesis were wused in the simulation: vessel diameter of 12
wavelengths, beam width of 2 wavelengths, correlation 1length
of 4 wavelengths, a viewing angle of 45 degrees, and a system
Q of 4. 1In the figure, the parabola is the actual velocity
profile. The other four curves are the jitter curves
resulting from the different number of bits of resolution.
Note that using 1 or 2 bits of resolution increases the
jitter by only 2%.

The number of samples per wavelength of the echo is
limited by the size of the memory necessary to hold the
samples and the maximum sampling rate of the A/D. However,
since the echoes are band limited it is necessary to sample
at only twice the rate of the highest frequency in the
signal. In this work, typically, 10 samples are taken at
four times the highest frequency to reduce the effect of
aliasing from the residual energy outside the band. The
experimental system employed in this study sampled at 8 times
the highest frequency.

The Nyquist theorem states that the values of the echoes
between the samples may be recovered completely if sampled at
or above the Nyquist rate. When recovering a value of a
waveform between two sampled values of the waveform with an

A/D with finite resolution, the recovered point is a random
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variable with a mean equal to the true value of the data
point in the waveform. The variance 1is identical to the
variance associated with the finite resolution of the A/D.
~Hence, sampling above the Nyquist rate will not give a better
estimate of the echo than sampling at the Nyquist rate and
interpolating. The proof follows.

From the Nyquist theorem all points of the waveform may

be recovered by

ool
£(t) = Ei £ (k). sinc(t-k), Eq. (V.1)

2 —on

where f£(t) is the recovered point, £(k) is the sample of f(t)
at point t=k, and the sampling period is assumed to be one
unit of time. The sample from the A/D, E(k), can be modeled
as the true signal at the quantized point f(k) plus the noise

associated with the quantization noise n(k).
£ (k)=£ (k) +n (k) Eq. (V.2)

The noise has a mean of zero and a variance (¢2) of 1/12 the
least significant bit (LSB) squared, and uniformly
distributed between -LSB/2 and +LSB/2. The autocorrelation
function is the Dirac impulse function scaled
by 04'(quantizing errors are assumed to be independent from
sample to sample providing that several A/D states were
passed, which is the usual case) [25]. The recovered point

at time t is given by

[~ )

~ [}
f(t) = Zi [E(k)+n(k)]e sinc(t-k). Eq. (V.3)

k»-co

The mean of g(t) is identical to the mean of f£(t) where E[.]
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is the expectation operator:

E[ ;Ej (E(k)+n(k))e sinc(t-k)]

=00

E[£(t)]

oQ

{
Z{; E[£(k)+n (k)] sinc(t-k)

Ks —og

)

Z £(k): sinc(t-k)

k:-cﬂd

i

f(t) Eg. (V.4)
The variance of g(t) is determined by

Var[£(t)] = E[(E(t)-£(t))%]

) Ool
E[ZEZZE; n(j)en(k)e sinc(t-j)e sinc(t-k)]
j:«—oo k= -oco

o0 i

= ;E}EE: E[n (j)en(k) e sinc(t-j)esinc(t-k)

wfHy

[ ANpY
& i

= ‘ziioﬂ'S(j—k)esinc(t-j)osinc(t—k)

J‘-oﬂ ~09

o0

!
= O‘lz sinc? (t~k)

=00

]
But ;E:sinci(t-k) =1. This is the dc¢ response from a

L=}
triangular filter in the frequency domain centered at the

origin.
S Var[f(t)] = o* Eq. (V.5)

The correlation function is available only at discrete
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points. Since frequently the maximum will not fall at these
points, some way of estimating the maximum must be found.
The autocorrelation function of a band limited waveform is
also band limited (even more severely than the waveform)
[26]. The complete autocorrelation function could be
determined by the Nyquist theorem; however, this is a
time-consuming computation. A shorter method would be to
take the maximum point and its two neighboring points of the
discrete correlation function, fit a parabola to the points
and determine the maximum of the parabola. Using the point
with the largest value and its two neighbors, the position on
the x axis where the maximum occurs is given by
£(x,+1)-£(x,-1)

X - Eg. (V.6)
2¢[£(R,+1)=2ef(x )+f(x,-1)]

where the terms are shown schematically in Figure 35.

The jitter associated with determining the point of
maximum correlation from the above approximation is graphed
in Figure 36 for a BPWGN signal with a 6 pole, 1 dB ripple,
bandpass Chebyshev response. The jitter was determined by
computer simulation. In the simulation a BPWGN waveform was
generated; a second waveform was generated from the first by
shifting the first waveform from -0.5 to +0.5 of a sample
point in 17 steps. This was accomplished by generating the
BPWGN waveform at 16 times the sampling rate under
examination. The first waveform consisted of every sixteenth
sample point beginning with the ninth point in the enlarged
waveform. The second waveform was dgenerated by starting with

a point contained in the first seventeen positions and then
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f(x)

v
3

Figure 35. A graphical representation which shows that the three
points of the correlation function can be approximated
by a parabola. '
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skipping every sixteenth point. Next the two waveforms were
passed through the correlation algorithm. The amount of
shift from the actual offset was recorded and the procedure
was repeated a number of times (2048) so that doubling the
number resulted in no statistical difference in the jitter at
the 95% 1level. The Q of the experimental system (Q=4) was
taken as the Q for the simulation in Figure 36. The number
of samples per wavelength and the length of the correlation
window strongly influence the jitter.

The measured shift from the actual shift was found to be
sligthly biased. The bias was on the order of 0.0l of a
sample point, causing the estimate of actual shifts that were
greater than zero to be more positive, and those estimates of
actual shifts 1less than zero to become more negative. For
example, if the actual shift is 0.80 of a sample point, then
the estimate will be 0.79, an underestimate of the shift.
This effect can be seen in the experimental results graphed
in Figure 31 where the mean of the estimate decreases
slightly for small values of shift. The shifts most often
sought are near 0.7 wavelength, corresponding to 7 sample
points with the 50 MHz A/D used, hence, this bias is
negligible.

The jitter from the parabolic approximation (Figure 36)
flattens out at about 6 samples per wavelength. The apparent
dips at 7 samples per wavelength for the correlation lengths
of 2 and 4 are statistically insignificant at the 95% level
used in the figure. From Figure 36 it is apparent that

sampling above 6 samples per wavelength will decrease the
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jitter by less that 0.25%, which is a minor improvement when
the jitters from beam width modulation and velocity gradients
are considered (in all the simulations and experimentally
determined jitter in the velocity profile estimate in this
work, the jitter has never been less than 2.5%). Note that
as the correlation length becomes dgreater the Jjitter
decreases, as shown in Figure 7 in Chapter II. The errors in
the approximation of the maximum of the correlation function
are considered negligible in the experimental results (there
were 10 samples per wavelength in the experimental system

used) .
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VI. DISCUSSION

A, Comparison Between Computer Simulation of the Theory
and Experimental Results

The echo from butermilk was shown in Chapter 1IV.C to
have a Gaussian probability distribution and a bandpass
spectrum. It follows then that buttermilk provides a BPWGN
scattering medium. The scattering strength of blood may be
greater than that of buttermilk, but this is not an important
factor in the TDM since the gain of the preamp is adjustable
to compensate for a difference in scattering strength; the
signal from buttermilk is of sufficient strength that noise
from the preamp is small, at least 40 dB down. Hence,
buttermilk is a suitable replacement of blood in examining
the TDM,

In comparing the experimentally estimated profiles by
the TDM on three vessel sizes, 23, 13, and 7.5 wavelength
diameters shown in Figures 26, 27, and 28, respectively, with
the roughly equivalent simulated estimated profiles in
Figures 17, 18, and 19, respectively, several trends are
observed. The estimated profiles are flatter at midstream
and broader at the vessel wall than their companion ideal
parabolic curves. The estimated velocity profiles in the
simulation and the experiment are symmetric about the
midstream value. In Figures 26, 27, and 28 the estimated
velocity profile and the jitter were not normalized by the
actual midstream value as were Figures 17, 18, and 19,
because the actual midstream value was not kwown. Hence, no

comparison between Figures 17, 18, and 19 can be made with
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Figures 26, 27, and 28 concerning the relative heights of the
estimated velocity profile to the actual parabolic profile
from these graphs.

In Chapter IV.G the estimated midstream velocity using
the TDM was found to be in apparent disagreement with the
experimentally measured values. For example, the estimated
midstream value, using the smallest diameter tube (7.5
wavelengths, 2.24 mm) and the transducer with a beam width of
4.6 wavelengths, was measured to be 75.0%. The maximum
uncertainty was approximately 8%. The bias value of the TDM
should have ideally read is 99.6% (this includes the effect
of the wavelength of sound becoming longer in the focal
region). However, the averaging effect of the large range
cell to vessel diameter ratio has not been considered. 1In
the simulation where averaging is considered, the value of
bias for a vessel with a 6 wavelength diameter is 76.8%
(Table III.1), hence, the values are within experimental
error. When the effects of averaging are included (use Table
III.1) then the estimated midstream velocity is in agreement
with the experimentally measured flow.

The figures that contain the velocity profiles (both
simulated and experimental) also contain the jitter
associated with estimating various parts of the velocity
profiles. Note that the jitter is smallest at midstream and
largest at the vessel walls as are the jitters in Figures 17,
18, and 19, except for 75 degrees in Figure 17. However, at
75 degrees the jitter in Figure 26 (the rough experimental

equivalent of Figure 17) 1is nearly flat, hence, the
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discrepancy between the two figures is not great.

Comparing the results of the experimental precision
curve with the simulated precision curve in the figures, the
following tends are observed. The precision is 1largest at
midstream and smallest at the sides in both sets of fiqures.
As the viewing angle increases, or as vessel diameter
decreases, the precision becomes worst. The precision curves
of Figures 26, 27, and 28 does not touch the jitter curves as
in Figures 17, 18, and 19 because the precision curves of the
former figures are scaled differently to enhance the
midstream precision readability.

The degree of precision at midstream flow using the TDM
experimentally can be compared with the precision of the
simulation by comparing Tables 1IV.2 (page 10l1) and III.1l
(page 67), fespectively. Table IV.2 shares the results from
23, 13, and 7.5 wavelength diameter tubes. Table III.1 uses
roughly the same diameters: 24, 12, and 6 wavelengths. The
author considers a factor of 2 difference between the
experimental precision and the simulation precision to be
significant. Searching the first column (largest vessel) in
both tables, the difference in precision is found not to be
significant. For the second column of the two tables only
one entry of the 12 entries is found to be significantly
different, the one for BW=4 and LEN=4, The precision is
found to be experimentally 2.2 times better than for the
simulation. The reason for the disagreement is unknown but
could perhaps be attributed to a statistical fluke. For the

third column in the tables there is no significant
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difference.

Equation (II.6) predicts that the shift between two
successive echoes 1is linearly related to the axial velocity
of the flow. This was shown to be true in Chapter IV.E with
the help of Figure 29 (see Chapter IV.E for the details).
The equation also predicts that the amount of shift is
linearly related to the time duration between the two echoes.
This was experimentally verified in Chapter IV.H with the
help of Figure 31 (see Chapter IV.H for the details). The
simulation does not vary midstream velocity or the time
interval between echoes, but varies the amount of axial
positional change (As = VT') between successive echoes,
Equation (II.6) predicts a linear relationship between shift
and As. The data in the table list the bias of the estimate
of the midstream velocity for various amounts of As. The
amount of bias is found for various amounts of As to be the
same, indicating that As and the amount of shift between
successive echoes are linearly related.

Equation (II.6) predicts that the measured shift between
two successive echoes is directly related to the cosine of
the viewing angle. The data of Table III.l support this
relationship. The data were taken from the largest vessel
(24 wavelengths) where the velocity field is the most uniform
since Eq. (II.6) assumes uniform flow. Looking at the data
for the range cell with the minimum amount of jitter (BW=4,
LEN=8), the biases of the four viewing angles are all within
+/-0.1% of each other. Some disagreement should be expected

because as the viewing angle becomes larger the range cell



132

averages an increasing amount of the velocity profile which
tends to lower the bias. The experimental dependency of the
measured midstream velocity on the four viewing angles is
shown in Figure 30. The deviations of the four data points
for the 23 wavelength tube are within experimental error (see
Chapter IV.F).

There is an optimal value of shift to allow between the
range cells of two successive echoes in the measurement of
midstream velocity. The shift that produces the best
precision (defined by Equation III.l) will be defined as the
optimal value of shift. The optimum value of shift must be
large enough so that the jitter associated with the
correlation procedure is much smaller than the estimate of
the mean midstream flow (see Figure 7). However, the optimum
shift must not be 80 large as to incur a large amount of
jitter from beam width modulation (see Figure 12). Hence,
the optimal value of shift lies between these two extremes.
The theory of Chapter II did not determine the value of
optimal shift, but in Chapter III (Table III.2) the optimal
value is shown to be broad, and the jitter changes less than
+/-0.4% for shifts from 0.25 to 1.00 wavelength for the LEN=4
case. The Jjitter does not change at all for the LEN=8 case
for shifts between 0.25 and 0.75 wavelength. The 24
wavelength vessel, the transducer with a 2 wavelength beam
width, and a viewing angle of 45 degrees were used in the
simulation to generate Table TIII.2. In Chapter IV the
optimal value of shift is found experimentally by graphing

the amount of precision against the amount of shift. In the
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figure, the optimal value of shift is found to be broad and
to 1lie between 0.5 and 0.75 wavelength. The vessel and
transducer used in the preparation of the graph had a 23
wavelenéth tube diameter, a 2.3 wavelength beam width, and a
viewing angle of 45 degrees. Hence, the simulation and the
results of the experiment show that the optimal value of
shift is broad and 1lies in the region of 0.5 to 0.75
wavelength for the above system parameters.

The field pattern used to approximate the pulsed field
pattern of the transducer in the simulation had the following
characteristics: equally spaced phase fronts, constant
intensity in the axial direction of the beam, and an Airy
distributed intensity across the beam. Since the above
remarks show that the experimentally observed results are in
agreement wih the simulation with the noted few exceptions,
the field pattern used for the approximation of the pulsed
field pattern appears to be valid within the above listed
agreement criteria.

The agreement between the correlation coefficient of the
experimentally determined value and the theoretical value for
various shifts will now be compared. 1In Figure 14, h/2r is
equal to the axial separation 1listed in Figure 32. The
experimentally obtained correlation coefficient taken from
the midstream flow of the largest tube (23 wavelengths) where
the flow is most uniform is graphed against the amount of
shift between successive echoes in Figure 32. The horizontal
axis of Figure 32 was scaled so that the axis is in the same

units as the theoretical graph (Figure 14). The theoretical
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graph 1is the correlation coefficient from an ideal
cylindrical sound beam. On comparing the measured dependency
of the correlation coefficient on the amount that the
scatterers move perpendicularly to the beam axis (Figure 32)
with the ideal theoretical results of the cylindrical ideal
sound beam (Figure 14), it is observed that both curves are
monotonically decreasing at about the same rate. The value
of the correlation coefficient for an axial separation of
0.25 BW from Figure 14 is 0.68, which is lower than the value
of 0.73 obtained from Figure 32. Exact agreement between the
two curves 1is not expected because the theoretical curve is
a result of a greatly simplified field pattern. However,
independent of the agreement, the values in Figure 32 would
provide an excellent lookup table for the transducers used

with the listed correlation lengths.

B. Comparison of Pulsed Techniques with the Time Domain
Method

In this section the TDM and pulsed and pseudorandom
Doppler methods will be compared as to their measurement of
the velocity profile and the amount of Jjitter in the
measurements.

Since both the TDM and the frequency domain methods use
an acoustic range cell with nonzero dimensions, the estimate
of the velocity profile will be biased by the averaging of
the velocities in the range cell. Hence, the estimated
profile will be flatter at midstream than the actual profile

and will taper off slowly at the wall of the vessel.
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Jorgensen [3] has measured the amount of bias at
midstream using pulsed Doppler. The diameter of the vessel
was 6.85 mm, the viewing angle was 60 degrees, the center
frequency of the transducer was 5 MHz, and the 3 dB length of
the range cell was 4.2 mm. The amount of bias was found to
be 70%. The length of this range cell is longer than any
range cell used in this thesis for a comparable size vessel
(6.96 mm). However, using the TDM with typical parameters,
the bias is 94.2% (see Table IV.2). The typical parameters
are: 6.96 mm vessel, 4.6 wavelength transducer beam width,
system Q of 4, transducer center frequency of 5 MHz, a
correlation length of 8 wavelengths, and a Doppler angle of
45 degrees. The lower value of bias reported by Jorgensen is
expected since the range cell is larger than the typical TDM
range cell, and hence the larger range cell will average the
velocity profile more which results in a lower bias.

It is not possible to compare the jitter of pseudorandom
and pulsed Doppler techniques with the TDM since the
literature does not contain the jitter of the two Doppler
techniques [5, 6, and 7].

The TDM can be shown in theory to have a smaller amount
of jitter in the estimation of flow than pseudorandom or
pulsed Doppler techniques. There are two main sources of
errors in pulsed Doppler techniques that the time domain
method does not share; 1) pulsed (and pseudorandom) Doppler
techniques are estimating a random variable, the mean Doppler
shift and 2) pulsed Doppler techniques do not use all the

available energy in the echo. Using the BPWGN model for



136

echoes from a scattering medium, Angelsen [27] calculated the
error (the standard deviation of the estimate of the mean
Doppler shift divided by the mean of the Doppler shift) in
the estimation of the mean Doppler shift. He has shown that
for a 5% error, 73 cycles of the mean Doppler shift must be
used in the estimation. On the other hand, the TDM using the
experimental arrangement in Chapter IV yielded an error of 3%
(Table 1IV.3) with only two echoes processed. (The table
averaged 256 velocity profiles to get a better estimate of
the jitter, and fewer samples are needed for a good estimate
of the mean.) The time between the two transmitted echoes
was about half the period of the mean Doppler frequency.
Since the velocity estimates of the TDM are roughly
independent of each other after a period of time has passed
equal to the Doppler shift period, approximately 73
independent estimates of the speed of the scatterers could be
found in the time period that the pulsed Doppler method took
to achieve 5% error. Hence, the velocity estimate from the
TDM could be averaged over the same time to reach an error of
less than 1%.

The time domain method uses all the energy in the pulse
(and not Jjust one spectral 1line as in pulsed Doppler
techniques). Hence pulsed Doppler techniques will have a
lower signal-to-noise ratio than the TDM. The decrease in
the signal—-to-noise ratio is proportional to the duty cycle
of the transmitted ultrasound; the decrease can be as great
as 19 dB (see Chapter I).

The disadvantage of the time domain method could be the
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cost of the high speed A/D and the processing circuits. The
frequency domain methods use inexpensive circuitry similar to

that found in a radio.

C. Further Predictions of the Simulation in Chapter III

In Figure 37 the degree of bluntness of the flow is
varied for a 12 wavelength diameter tube, with a viewing
angle of 45 degrees, a correlation length of 8 wavelengths,
and a beam width of 2 wavelengths. Note that the variance of
the estimation of the flow is constant in the midstream.
Hence, for the parabolic flow case most of the error in the
midstream must be a result of beam width modulation and not
velocity gradients (otherwise the error in the parabolic case
would be larger than for the other cases).

Figure 38 is the computer simulation of the effect of
increasing the beam width of the transducer. The vessel is
6 wavelengths across, inclined at 45 degrees, and the beam
width has values of 2, 4, 8, and 16 wavelengths (starting in
the lower left and proceeding clockwise in the figure). Note
that as the beam width is increased the midstream estimate
becomes biased downward and the error increases. For the
case of a beam width of 16 wavelengths the estimation of
midstream speed is near 50% of flow which is in fact the
average flow in the vessel (and in the range cell).

In Figure 39 the correlation length is varied (2, 4, 8,
16 wavelengths) for a 6 wavelength vessel inclined at 45
degrees. The midstream flow is biased downward to 67% of
flow (for the 1length of 16). The average flow of the

scatterers in a line through the vessel axis is 67% of
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Figure 37. Results of the computer simulation when the degree of

bluntness in the flow is varied. The parameters (in
wavelengths) used are: vessel diameter of 12, corre-

‘lation length of 8, transducer beam width of 2, a

system Q of 4, and a viewing angle of 45 degrees.
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Figure 39. Results of the computer simulation when the corre-

lation. length (LEN) was varied. The parameters (in

wavelengths) used are: vessel diameter of 6, trans-

ducer beam width of 2, a system Q of 4, and a viewing
angle of 45 degrees.
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midstream flow. The range cell in the case where the
correlation length is 16 wavelengths is a 1long narrow beam
through the vessel (approximating a line).

Figure 40 illustrates the effect of system Q on the
determination of the velocity profile. The vessel is 6
wavelengths across and inclined at 45 degres. The Q used in
each graph is 1, 4, 16, and 64 starting at the lower left and
proceeding clockwise. The jitter increases wiph Q because
the range cell length becomes larger with increasing Q. A
larger range cell length causes a greater velocity gradient
to occur across the range cell which leads to an increase in
jitter (Chapter II.D). The range cell for the system Q of 64
is a 1long narrow beam passing through the vessel. From
Eq. (II.15) we find that the half power width of the impulse
response of a system Q of 64 is about 26 wavelengths. Since
the viewing angle is 45 degrees, the power width corresponds
to a 9 wavelength distance (perpendicular to the beam axis)
across the 6 wavelength vessel. Hence, the half power width
of the impulse response is larger than the diameter of the
vessel. The estimate of midstream flow is biased downward to
67% for increasing flow which is exactly the average value of

the speed of the scatterers along the sound beam.

D. Scaling
The results of the simulation can be scaled to any size
wavelength provided the A/D continues to take at least eight

samples per wavelength.
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VIi. IMPROVEMENTS FOR THE TIME DOMAIN METHOD

One of the most troublesome aspects of the experimental
system was the uncertainty in the Doppler angle. A fixture
should be machined so that the rotation plane of the
transducer would contain the axis of the vessel.

The possibility of a different correlation algorithm or
type of window to apply to the echoes should be studied to
see if the jitter could be reduced further over the current
value.

Chapter V showed that the simulation needed only 1 bit
of resolution in the A/D to determine the velocity profile
across a vessel with only a 2% increase in jitter over the
8~bit resolution simulation. An A/D with 1-bit of resolution
(a comparator) should be tried experimentally to see if the
jitter also increases only 2% as in the simulation. If the
increase in jitter is acceptable, then the correlator would
reduce to a serial binary adder, which would simplify a
hardware correlator design. TRW makes a high speed LSI chip
for a 1 bit correlation (TDC1023J).

Further research should be directed towards finding the
optimal values of transducer beam width, system Q, and
correlation length for a given vessel with a given axial flow
and Doppler angle.

Additional research must be directed towards determining
the dependence of the correlation coefficient and the
system’s ability to estimate the velocity for vessel
diameters approaching the range cell size.

A two-dimensional scan through the cross section of the
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vessel is possible. This would solve the problem of
orienting the plane for sweeping the transducer beam so that
it contains the axis of the vessel.

The timing problems of having two A/D's running a half
cycle off from each other (so that a 50 MHz rate could be
achieved) can be circumvented by using a 75 MHz 8-bit flash

A/D produced recently by TRW.
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