Order Selection Criteria for Detecting Mean Scatterer Spacings with the AR Model
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Abstract—This paper examines the detection of regular scatterer spacings from backscattered ultrasound using the autoregressive (AR) cepstrum. Monte Carlo simulations present a relationship between the probability of detection and the AR model order. An example using liver tissue data supports the observations made in the simulation.

I. INTRODUCTION

Since ultrasound waves interact closely with tissue structures, information in the backscattered signal can potentially be used to identify and monitor diseases that change such structures. This paper examines the performance of the autoregressive (AR) model cepstrum in detecting mean scatterer spacings from tissue where two types of scattering structures exist, regular and diffuse (speckle scatterers). Scattering of this nature is observed in liver tissue, where the portal triads contribute to the regular (quasi-periodic) scattering with a spacing near 1 mm, while speckle or diffuse scattering is generated from the many small scatterers randomly distributed throughout the tissue [1].

The mean scatterer spacing parameter has been used by various investigators to characterize tissue with regular structures [2]–[11]. Fellingham and Sommer measured the mean scatterer spacing in normal and diseased liver and spleen tissue. They demonstrated a measurable change in the mean scatterer spacing for tissues with different pathology [2]. Mean scatterer spacing has also been used by Garra et al. in their multifacette classification of diffuse liver disease [3]; Landini and Verrazzani classified normal and diseased tissue based on the regularity in the scatterer distribution. The mean scatterer spacing and its variance was used to classify tissue architecture [4]. Landini and Verrazzani report standard deviations for regular scatterer distributions in biological tissue range from 10.5%, for normal uterus tissue, to 15.8%, for tissue with an intermediate structure (sclerosing adenosis in breast tissue) [4].

Mean scatterer spacing has been estimated from intensity scans using the autocorrelation function [7], [8], and from RF scans using cepstral [4]–[6] and spectral correlation [9]–[11] techniques. Cepstral methods use the inverse Fourier transform of the logarithm of the power spectrum to separate the slow variations in the magnitude spectrum due to the system response from the rapid variation due to the periodicities of the scatterer spacings. After windowing out from the cepstrum the system effects that occur within the resolution
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limit of the system, the location of the largest peak corresponds to the mean scatterer spacing. Wear et al. [6] proposed using an AR cepstral technique (based on the Burg's algorithm for AR parameter estimation), and demonstrated a superior performance over cepstral methods using the periodogram, especially when smaller gate lengths were used. While it has been shown that spectral correlation methods are more robust than the AR cepstrum when detecting a broad range of scatterer spacings [11], the AR cepstrum has the advantage of higher resolution estimates (independent of the sampling grid). In addition, the performance of the AR cepstrum is reasonably reliable in cases where the range of scatterer spacings is limited and the order of the AR model is chosen to span a distance slightly larger than the largest spacing in that range. Thus, this approach can be particularly useful for detecting small changes in scatterer spacings, such as those due to tissue swelling or temperature changes. It can also be used in cases where it is important to detect whether a particular scatterer spacing is present (i.e., discriminate between tissues with regular scatterer spacings in a limited range and tissue with other scattering configurations, such as diffuse and other scatterer spacings).

This paper uses Monte Carlo simulations to quantify the performance relationship between the AR model order and detecting the mean scatterer spacing. Such a relationship provides important information for setting the AR model parameters in a given application and provides a quantitative aspect to the phrase "slightly larger than the scattering spacings" for model order selection. Estimation and detection errors arise primarily from randomness (noise) in the measured signal. The primary noise sources in this application are the variations in scatterer spacings and strengths of the regular tissue, and the backscattered energy from the diffuse scatterers. An increase in each source of randomness degrades the detection performance. The Monte Carlo simulations vary these quantities and estimate the scatterer spacings for each run to observe the range of AR model orders required for reliable detection with the AR cepstral method.

A brief description of the mean scatterer spacing estimator using the AR model is presented in Section II. Section III discusses the simulation and analyzes the merits and limitations of the AR model. Section IV presents an example of applying the AR cepstrum to an actual liver scan to estimate the mean scatterer spacing. Finally, Section V summarizes the criteria for applying the AR model in the detection of mean scatterer spacings.

II. THEORY

The tissue structure is modeled as a sparse collection of randomly distributed weak scattering particles, where the effective point scatterers interact only once with the incident pulse as it propagates through the tissue. A scattering function, \( x(t) \), models both the regular and diffuse tissue scatterers within the ultrasonic beamfield and is denoted by

\[
x(t) = \sum_{n=1}^{N_S} a_n(t = \tau_n) + \sum_{n=1}^{N_D} v_n(t - \theta_n)
\]

where \( t \) is a time axis (related to the distance by the velocity of the pulse), \( N_S \) is the total number of diffuse scatterers, \( v_n \) denotes the scattering function for the \( n \)th diffuse scatterer, \( \theta_n \) represents the delay associated with the \( n \)th diffuse scattering center, \( N_S \) is the total number of regular scatterers, \( a_n \) denotes the scattering function for
the nth regular scatterer, and \( \tau_n \) represents the delay associated with the \( \text{nth} \) regular scattering center.

Attenuation of the propagating ultrasound pulse depends on the scattering and absorption properties of the tissue. A time varying function, \( h(t, \tau) \), denotes the illuminating pulse at each scatterer within the beamfield. This function includes the frequency dependent attenuation due to the propagation path to and from the scatterer of interest. The A-scan resulting from the backscattered energy can be written as

\[
y(\tau) = \sum_{n=1}^{N} \int_{-\infty}^{+\infty} h(\tau_n, \tau - \lambda) \alpha_n(\lambda - \tau_n) \, d\lambda + \sum_{n=1}^{N} \int_{-\infty}^{+\infty} h(\theta_n, \tau - \lambda) \nu_n(\lambda - \theta_n) \, d\lambda
\]

(2)

where \( \lambda \) represents the system response axis at a given time \( \tau \).

The AR model assumes the observed data result from the output of a linear system excited by a white stationary input sequence [15]. The sampled output sequence \( y(n) \) is given by

\[
y(n) = -\sum_{k=1}^{p} \alpha_k y(n - k) + w(n)
\]

(3)

where \( w(n) \) is the white noise input sequence to the system, \( y(n) \) is the observed data, \( \alpha_k \)'s are the AR parameters, and \( p \) is the order of the model. When the model order is greater than the number of samples between the regular scatterers, the associated power spectrum contains information related to that spacing. In addition, since a white noise input sequence is assumed, the AR parameters also characterize the effects of the frequency dependent (colored) scatterers \( \alpha_n(t) \) and \( \nu_n(t) \) together with the spectrum of the illuminating pulse \( h(t, \tau) \).

The power spectrum of the output sequence can be written as

\[
P_Y(f) = |H_s(f)|^2 P_w(f)
\]

(4)

where \( P_w(f) \) is the power spectrum of the input sequence, and \( H_s(f) \) is the frequency response of the model. When \( w(n) \) is a zero-mean white noise sequence with variance \( \sigma^2_w \), the power spectrum of the output sequence has the same form as the system frequency response and is given by

\[
P_Y(f) = |H_s(f)|^2 \sigma^2_w = \frac{|B(f)|^2 \sigma^2_w}{|A(f)|^2}
\]

(5)

where for the AR model

\[
A(f) = 1 + \sum_{k=1}^{p} \alpha_k \exp(-2\pi f k), \quad B(f) = 1.
\]

(6)

Since the model order chosen was greater than the scatterer spacing, \( H_s(f) \) characterizes the deterministic (or predictable) components of both the regular and diffuse echoes, in addition to the pulse and scatterer characteristics.

Estimation of the power spectrum involves two steps. First, the model parameters \( (\alpha_k) \) are estimated from the data sequence \( y(n) \) (this paper used Burg's algorithm as in [6] and [11]). Next, the power spectrum is estimated using (5) and (6).

A periodicity in the power spectrum corresponds to a cepstral peak whose location indicates the mean scatterer spacing value. The system response and frequency dependent scattering effects are assumed to be a slowly varying component in the power spectrum, and they primarily contribute to the cepstral regions corresponding to the smaller scatterer spacings (i.e., values within the resolution limit of the system). The effects of the system response are reduced by applying a weighted window along the cepstral axis to suppress these amplitudes. The mean scatterer spacing is computed from the location \( (\Delta t) \) of the dominant peak in the cepstrum using

\[
d = V \Delta t \over 2
\]

(7)

where \( V \) denotes the velocity of the propagating ultrasound pulse.

A mean scatterer spacing can be resolved when the correlation length of the propagating ultrasonic pulse is shorter than the spacing between individual scatterers. The effective resolution of the received echo imposes a limitation on the smallest resolvable scatterer spacing [10], while the model order limits the largest detectable scatterer spacing. In addition to these limitations on the measurement system, the error associated with the algorithm further limits the range of detectable scatterer spacings. Monte Carlo simulations presented in the next section reveal the additional limitations due to the AR model.

### III. SIMULATION

A-scans for the simulation experiment are obtained from (2) using known tissue and signal parameters. Tissue parameters for the simulation were chosen from experimental research with human liver tissue in vitro [12]-[14]. Scattering coefficient at 180°, measured at 3 MHz

<table>
<thead>
<tr>
<th>Pulse Center Frequency</th>
<th>3.5 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse 3 dB Bandwidth</td>
<td>1.9 MHz</td>
</tr>
<tr>
<td>Sampling rate</td>
<td>24 MHz</td>
</tr>
<tr>
<td>Propagation velocity</td>
<td>1540 m/s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table I</th>
<th>Simulator Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorption Coefficient</td>
<td>0.94 dB cm⁻¹</td>
<td></td>
</tr>
<tr>
<td>Diffuse Scatterer size</td>
<td>10 μm</td>
<td></td>
</tr>
<tr>
<td>Regular Scatterer size</td>
<td>80 μm</td>
<td></td>
</tr>
<tr>
<td>Pulse 3 dB Bandwidth</td>
<td>1.9 MHz</td>
<td></td>
</tr>
<tr>
<td>Sampling rate</td>
<td>24 MHz</td>
<td></td>
</tr>
<tr>
<td>Propagation velocity</td>
<td>1540 m/s</td>
<td></td>
</tr>
</tbody>
</table>

The signal-to-noise ratio (SNR) used in this paper represents the power ratio between the regular and diffuse components and is computed as follows:

\[
\text{SNR} = 10 \log \left[ \frac{\int_{0}^{\Delta t} \left( \sum_{n=1}^{N} \int_{-\infty}^{+\infty} h(\tau_n, \tau - \lambda) \alpha_n(\lambda - \tau_n) \, d\lambda \right)^2 \, d\tau}{\int_{0}^{\Delta t} \left( \sum_{n=1}^{N} \int_{-\infty}^{+\infty} h(\theta_n, \tau - \lambda) \nu_n(\lambda - \theta_n) \, d\lambda \right)^2 \, d\tau} \right]
\]

(8)
where $\Delta t$ is the length of the data segment. The factor $N_0$ is included in the denominator to account for the number of regular scatterers over the $\Delta t$ interval. Without this factor, the SNR would increase with the number of scatterers ($N_0$), rather than directly relate to the strength of the scattering functions. In this manner the SNR represents a per-regular-scatterer value, independent of the spacing. This paper presents results for only one SNR value. An SNR of 4 dB was determined to be close to the limit for reliable output for the AR method as applied here [11]. Thus, better results can be expected for signals with higher SNR and/or more consistency in the amplitudes of the regular scatterer spacings. As the SNR degrades, the detection becomes unreliable. In actual tissues, a wide range of SNR values exists due to variability in the strengths and orientations of the regular scatterers. For a general application to real tissue, if the quasi-periodic scatterers are visibly observable, then the AR method should provide reliable detection. In cases where these scatterers are difficult to observe, the AR method will generate excessive spurious peaks. In these cases spectral correlation methods should be used [10], [11]; however, the resolution with this approach is limited.

Fig. 1 presents a simulated A-scan segment with an SNR of approximately 4 dB and its corresponding AR-cepstra for different AR model orders. The A-scan was simulated using an average scatterer spacing of 1.02 mm and standard deviation equal to 3.14% of the mean scatterer spacing. A mean spacing of 1.02 mm corresponds to 32 samples in this case, and for all cases the AR coefficients were computed from a data segment of 512 samples. Note that the true value of the spacing is properly indicated as shown in Fig. 1(c) and (d) corresponding to model orders 40 and 80, respectively. The AR model order of 10, shown in Fig. 1(b), does not span the distance of the mean scatterer spacings; hence, it is unable to detect the quasi-periodic scatterer spacing. The model order $p = 40$ provides the strongest cepstral peak at 1 mm. Notice in Fig. 1(d) that

![Fig. 1. A-scan and the AR-cepstra for different orders of the AR model.](image-url)
While the true value of the spacing is still the dominant peak in this case, for other A-scans simulated with these same parameters, the peak at 2 mm dominates the cepstrum. This demonstrates the tendency of the AR cepstrum to generate spurious peaks driven by either noise or harmonics of the underlying spacing. As the order is increased to 200, shown in Fig. 1(e), the cepstral peak corresponding to the true value of the scatterer spacing is masked by the occurrence of the spurious peaks due to increased estimation errors of the AR coefficients associated with larger model orders (over a fixed data segment).

The previous example illustrated the need to set the proper model order and to limit spurious peaks, which can lead to incorrect conclusions concerning the data. The following performance analysis examines the ability of the AR method to generate a dominant peak in the correct location when regular spacings exist, while limiting spurious peaks when diffuse-only data are present (or when a regular scatterer spacing does exist, limiting the spurious peaks at other locations). The probability of detection (PDE), therefore, is used to compare relative performances as a function of model order, under the constraint of a constant probability of false alarm (PFA). A threshold corresponding to a constant PFA is determined, and the detection probability is computed from the simulation. This approach simplifies the threshold design problem since it requires only the statistics on the cepstral peaks corresponding to noise. In this paper an exponential cumulative distribution function (cdf) is used to describe the cepstral amplitude variations, and is given by

\[ P(x) = 1 - \exp\left(\frac{x}{C_{\text{avg}}}\right) \quad 0 \leq x \leq \infty \quad (9) \]

where \( C_{\text{avg}} \) is the mean of the cepstral values resulting from the diffuse scatterers. While the spectral magnitude for diffuse scattering can be considered exponential [7], the logarithm is not. The DFT operation, however, used to obtain the final cepstrum, performs a summing operation that (due to the central limit theorem) transforms the distribution toward an exponential. This was observed through comparing histograms for many of the diffuse-only cepstra. In the simulation, \( C_{\text{avg}} \) was estimated from the data and substituted into (9). The PFA threshold for the exponential distribution is determined by setting \( P(x) \) from (9) equal to 1-PFA and solving for the variable \( x \). This value of \( x \) is the threshold denoted by \( t_{\text{FA}} \), which reduces to

\[ t_{\text{FA}} = C_{\text{avg}} \left( \ln \frac{1}{1-PFA} \right) \quad 0 < PFA \leq 1 \quad (10) \]

where \( C_{\text{avg}} \) is the average computed from regions not associated with the scatterer spacings.

For all the constant PFA plots presented in this paper, the PFA was also computed to confirm that the resulting PFA was well within an order of magnitude of the designed threshold's false alarm probability. Such accuracy is sufficient for the relative comparisons of optimal AR model orders presented in Figs. 2 and 3. The relation between the computed PDE and PFA for a series of thresholds is presented later as receiver operator characteristics (ROC) (see Fig. 4).

A cepstral peak exceeding the threshold is considered a detection if it lies within a region corresponding to three standard deviations of the underlying scatterer spacings extending from either side of the actual mean square spacing. Cepstral peaks outside this window are considered spurious or noise peaks, and when they cross the threshold, they become false alarms. Note that a detection does not imply much about the quality of the estimate, since the window for the location is relatively large. Before dealing with issues related to estimation quality, however, it is important to establish that the peak from which the estimate is derived results from the phenomenon of interest rather than a spurious peak driven by noise.

The AR method is used to compute the mean scattering spacing for simulated A-scans with scatterer spacings of 1.02, 1.52, and 2.04 mm, respectively. The Monte Carlo simulation generated over 100...
simulated A-scans with an SNR of 4 dB for each plotted point. Each data segment was of length 16 mm (512 sample points). The order of the AR model was varied from 10 to 250 in increments of 10. Simulation results presented in Figs. 2 and 3 show the PDE as a function of model order.

The PDE plots in Figs. 2 and 3 indicate that the best performance occurs when the AR model order is about 25% greater than the true scatterer spacing. For consistent detection performance over a range of spacings, the underlying mean scatterer spacings variations should be limited to ±5% of the scatterer spacing with which the model order was determined. Performance quickly degrades for scatterer spacings outside this range. Also note from Figs. 2 and 3 that the PDE further reduces when the model order is greater than 100 (N/5) for all cases. This is observed by the decrease in the PDE at the optimal point for increased scatterer spacings (requiring higher orders). An increase in the order of the AR model, for a fixed set of data points, results in less statistical averaging for the AR coefficient estimation. These errors cause the formation of more spurious peaks in the AR cepstrum, thereby increasing the level of the constant PFA threshold and reducing the PDE. This is evident even for AR model orders larger than 70. The PDE reduces from 0.99 for the 1.02 mm spacing to 0.63 for the 2.04 mm spacing with σ = 3.14%. A comparison between the PDE in Figs. 2 and 3 also shows a performance reduction with an increase in standard deviation of the regular scatterer spacings (from 0.99 with σ = 3.14% to 0.86 with σ = 9.99% for a scatterer spacing of 1.02 mm).

The ROC curves for scatterers with a spacing of 1.02 mm for two different σ values are presented in Fig. 4 for the optimum AR model order of 40 over 200 simulated A-scans. These plots indicate that the PDE increases slowly (plateaus off) for thresholds corresponding to
PFA equal to 0.03 and above. Therefore, if a false alarm rate of 3 out of 100 or greater can be tolerated, a close-to-maximum PDE can be obtained. Note the overall reduction in the PDE with an increase in the standard deviation (σ) of the regular scatterers, from 0.98 for σ = 3.14% to 0.82 for σ = 9.99%.

IV. CLINICAL RESULTS

In this section data from in vivo scans of liver tissue are used to illustrate the estimation of the mean scatterer spacing using AR cepstral analysis. B-scan images of the liver were obtained using the Ultramark 9 ultrasound system (ATL, Bothell, WA). The individual RF A-scans were directly obtained from this system using a transducer with a center frequency \( f_c = 3.5 \text{ MHz} \), 3 dB bandwidth \( f_{3dB} = 2.0 \text{ MHz} \) and a sampling frequency \( f_s = 12 \text{ MHz} \). An antialiasing filter with a cutoff frequency of 6 MHz was applied to each A-scan before sampling.

Fig. 5 presents an A-scan segment from the liver tissue, along with the AR cepstrum for different model orders. Relative to the simulated A-scan, the scan from the liver tissue appears to have a lower SNR. In both scans, however, a quasi-periodic series of echoes is observed (note that the simulated data were sampled at twice the rate of the real data; this accounts for the more dense appearance). Observe that the dynamic range for the scatterer amplitudes in the simulation is greater than the series of scatterers from the particular liver tissue segment. A high-variance random modulation of the regular scatterer amplitudes makes the detection problem more difficult since the periodic frequency components in the frequency domain are smeared out by a convolution with a relatively broad spectrum. When the regular scatterer amplitudes are more consistent, as in the liver segment shown, the detection becomes easier and a better detection performance can be expected. Overall, there are some segments in the liver where a large dynamic range of echoes is found and other regions where no regular scatterer spacing is observed. This example was picked for demonstration because it fit the rule stated earlier, that the quasi-periodic scatterers should be observed visually for the AR method to generate reasonable results. Therefore the effect of order selection on a detectable data segment is observed.

A data segment of length 16 mm (256 data points) was extracted, and the AR method with model orders of 10, 20, 40, and 100 was applied. The characteristic 1 mm spacing can be observed in the AR cepstrum for \( p = 20 \), as shown in Fig. 5(c). For a periodic spacing of 1 mm, the true scatterer locations are separated by an average of 16 sampled data points for a sampling frequency of 12 MHz. Fig. 5(b) indicates that the AR model order of 10 is unable to detect clearly the correct value of the scatterer spacing (it detects a spacing near 0.7 mm, which is close to the resolution limit of the system). The cepstral peak due to the 1 mm spacing can be observed for \( p = 40 \), as shown in Fig. 5(d). The dominant cepstral peak, however, occurs at a spacing near 2 mm. The 2 mm spacing can also be observed for a model order \( p = 100 \) in Fig. 5(e). Note also the increase in the number of spurious peaks as the orders increase from 10 to 100 in Fig. 5 (see Fig. 1 to observe similar patterns in the simulation). This is consistent with the relation observed in the simulation that the PDE significantly decreases due to spurious peaks as the order increases beyond \( N/5 \), where \( N \) is the length of the data segment.

V. CONCLUSION

This paper presented a PDE analysis on AR model order for detecting the mean scatterer spacing. For optimal detection of the scatterer spacing, the order of the AR model should span a length approximately 25% larger than the expected scatterer spacing. In addition, the detection range of scatterer spacings is limited to ±5% of the expected scatterer spacings. The PDE reduces significantly (by about 25%) with an increase in the variance of the underlying regular scatterers (from 3.14 to 9.99%) as indicated by the ROC results. In addition, for the SNR values used in this paper, the data segment length should be at least five times the model order to limit the spurious peaks.

The AR model can provide good reliability in detecting scatterer spacings when the expected spacing range is known. Better results can be expected for signals with SNR values higher than 4 dB and/or more consistent scatterer strengths for the regular scatterers. This paper considered detection error only in determining the range of models orders for consistent performance. This work did not, however, examine the accuracy of estimation within the reliable detection performance range. The estimation accuracy must also be examined with appropriate noise models to determine the degree to which the high-resolution properties of the AR model can be exploited in estimating the scatterer spacings.
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