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Previous reports have shown that the variance in ultrasound attenuation measurements is reduced
when spatial and frequency compounding were applied in data acquisition and analysis. This paper
investigates factors affecting the efficiency of compound attenuation imaging methods. A theoretical
expression is derived that predicts the correlation between attenuation versus frequency slope (β)
estimates as a function of the increment between measurement frequencies (Δf) and the angular
separation between beam lines (Δθ). Theoretical results are compared with those from attenuation
measurements on tissue-mimicking phantoms and from simulation data. Both predictions and
measurement results show that the correlation between β estimates as a function of (Δf) is
independent of the length of the radio frequency (rf) data segment over which β is derived.
However, it decreases with an increase in the length of the data segment used in power spectra
estimates. In contrast, the correlation between β estimates as a function of Δθ decreases when the
rf data segment length is longer or the frequency of the signal is higher. © 2005 Acoustical Society
of America. [DOI: 10.1121/1.1879212]
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LIST OF SYMBOLS

\( \alpha \)  
attenuation coefficient (dB/cm)

\( \alpha_{f_i} \)  
attenuation coefficient at frequency \( f_i \)

\( \alpha_m \)  
coefficient related with least square process

\( \beta \)  
attenuation coefficient versus frequency slope

\( \beta'(\alpha/f) \)  
attenuation coefficient versus frequency slope

\( \beta_{f_i} \)  
attenuation coefficient versus frequency slope

\( \beta_{\theta_i}(f_k) \)  
attenuation coefficient versus frequency slope

\( \beta_{\theta_i}(f_k) \)  
attenuation coefficient versus frequency slope

\( b \)  
distance between the center of apertures

\( BSC \)  
backscatter coefficient

\( \text{cov}(\beta_{f_i},\beta_{f_j}) \)  
covariance between \( \beta_{f_i} \) and \( \beta_{f_j} \)

\( D \)  
aperture

\( f \)  
frequency

\( \Delta f \)  
frequency separation between successive frequencies at which \( \beta \) values are calculated

\( \theta \)  
the angle between the beam axes

\( \varphi \)  
the half angle between the beam axes

\( k \)  
inverse of signal-to-noise ratio \( \text{SNR} \) (\( k = 1/\text{SNR} \))

\( l_{\min} \)  
minimum gating coordinate

\( l_{\max} \)  
maximum gating coordinate

\( m \)  
spatial index of independent power spectra estimate involved in \( \alpha \) derivation

\( n \)  
the number of independent power spectra estimates over \( Z \)

\( n_c \)  
the number of partially correlated angular beam lines

\( n_f \)  
the number of partially correlated frequency components

\( N \)  
the number of independent A-lines used in power spectra estimates

\( N_c \)  
the effective number of independent angular beam lines

\( N_f \)  
the effective number of independent frequency components

\( \sigma_{\alpha_{f_i}} \)  
standard deviation of \( \alpha_{f_i} \)

\( \sigma_{\beta_{f_i}} \)  
standard deviation of \( \beta_{f_i} \)

\( \sigma_{\beta_{\theta_i}(f_k)} \)  
standard deviation of \( \beta_{\theta_i}(f_k) \)

\( \sigma_{\beta} \)  
standard deviation of \( \beta \) after spatial and frequency compounding

\( \rho(\beta_{f_i},\beta_{f_j}) \)  
correlation between \( \beta_{f_i} \) and \( \beta_{f_j} \)

\( \rho(\beta_{\theta_i}(f_k),\beta_{\theta_i}(f_k)) \)  
correlation between \( \beta_{\theta_i}(f_k) \) and \( \beta_{\theta_i}(f_k) \)

\( S_{f_i} \)  
periodogram spectral estimate at frequencies \( f_i \)

\( S_{f_i}^{m} \)  
mth periodogram spectral estimate at frequencies \( f_i \)

\( S_{\theta_i}(f_k) \)  
periodogram spectral estimate at angles \( \theta_i \) and frequency \( f_k \)

\( S_{\theta_i}^{m}(f_k) \)  
mth periodogram spectral estimate at angles \( \theta_i \) and frequency \( f_k \)

\( \rho(S_{f_i},S_{f_j}) \)  
correlation between \( S_{f_i} \) and \( S_{f_j} \)

---

a)Electronic mail: htu@wisc.edu
\[\rho(S^m f_i, S^m f_j) \quad \text{correlation between } S^m f_i \text{ and } S^m f_j\]

\[\rho(S_\theta(f_k), S_\theta(f_k)) \quad \text{correlation between } S_\theta(f_k) \text{ and } S_\theta(f_k)\]

\[\rho_{1,2}(f_k) \quad \text{correlation between Fourier transformed segments whose squared modulus is } \rho(S_\theta(f_k), S_\theta(f_k))\]

\[\rho(S^m(f_k), S^m(f_k)) \quad \text{correlation between } S^m(f_k) \text{ and } S^m(f_k)\]

\[\text{RS} \quad \text{ratio of power spectra from the sample to the reference}\]

\[S \quad \text{power spectra}\]

\[T \quad \text{length of gating window applied in power spectra estimates}\]

\[p(t) \quad \text{gating window applied in periodogram spectral estimates}\]

\[p(x, y, f) \quad \text{point spread function at frequency } f\]

\[z \quad \text{depth}\]

\[z_0 \quad \text{focal distance}\]

\[Z \quad \text{length of the rf data segment over which a value of } \beta \text{ is computed}\]

\[\lambda \quad \text{wavelength}\]

\[\Delta \Omega_{1,2} \quad \text{volume for integration}\]

I. INTRODUCTION

Objectively determined ultrasound attenuation values in tissues could provide useful information about disease in various sites, including the liver, breast, myocardium, and human aorta. Many methods based on pulse echo techniques have been proposed for estimating the attenuation coefficient. In general, they can be classified as either time domain methods or frequency domain methods. In general, they can be classified as either time domain methods or frequency domain methods.

Except for work by Walach et al., determination of such values in small, localized regions identified on ultrasound B-mode images or the production of attenuation images are rarely reported. This is partially because of the requirement for large data segments to achieve statistically precise results. We have reported a method which effectively decreases variance in attenuation estimations made over small volumes of tissue. The method uses spatial angular and frequency compounding in the data acquisition and analysis. A reference phantom is applied to account for imaging system dependencies of echo signals. Results demonstrate an effective reduction of the variance in attenuation versus frequency slope (\(\beta = \alpha(f)\)) measurements when compounding is applied versus when no compounding is used. Low-frequency attenuation images of a 3-cm-diam cylinder with 0.3-dB/cm/MHz \(\beta\) contrast in a phantom demonstrated the accuracy and precision of this technique.

In this paper, we further investigate factors affecting the efficiency of spatial angular and frequency compounding through studies of variance reduction in attenuation estimations. A theoretical expression is derived that predicts the correlation between \(\beta\) estimates as a function of the increment between measurement frequencies and the angular separation between beam lines. Theoretical results are compared with those from \(\beta\) measurements on tissue mimicking phantoms using beam steering with a linear array and from simulation data computed for situations where a transducer rotates around its transmit focus. Various factors affecting the decorrelation rate are discussed. The results can be used to optimize spatial angular and frequency compounding schemes in attenuation versus frequency slope derivations.

II. THEORY

A. The reference phantom method (RPM)

The reference phantom method developed by Yao et al. is used for attenuation and backscatter estimations. In this method, the echo signal intensity from a sample is compared to the signal intensity at the same depth from a reference phantom, whose attenuation and backscatter properties are known. The reference phantom data are acquired using the same transducer and system settings used for acquiring echo data from the sample. For a gated radio frequency (rf) signal, \(\text{RS}(f, z)\), the ratio of the power spectrum from the sample to that from the reference at frequency \(f\) and depth \(z\) can be expressed as

\[
\text{RS}(f, z) = \frac{S_s(f, z)}{S_r(f, z)} = \frac{\text{BSC}_s(f)}{\text{BSC}_r(f)} e^{-4(\alpha_s(f) - \alpha_r(f))z},
\]

where the \(S_s\)’s are power spectra; subscripts \(s\) and \(r\) refer to the sample and reference, respectively; the BSCs are backscatter coefficients; and \(\alpha_s\)’s are sample and reference phantom attenuation coefficients at \(f\).

After a least squares line-fit of the curve \(\ln(\text{RS}(f, z))\) versus depth, \(z\), the slope is proportional to the difference between the sample and reference attenuation coefficients. Since the latter is known, this provides the attenuation coefficient of the sample. For a uniform sample, the zero depth intercept yields the ratio of the sample and reference backscatter coefficients.

Assume the attenuation in the sample is linearly proportional to the frequency, which is approximately true in tissue for frequencies in the range of 1 to 10 MHz. Thus,

\[
\alpha(f) = \beta f.
\]

The attenuation coefficient versus frequency slope, \(\beta\) (dB/cm/MHz), is a useful attenuation parameter, and it will be used throughout our study.

B. Role of spatial angular and frequency compounding

Local attenuation estimates are limited by the large variance due to the presence of statistical fluctuations in the backscattered signals. An analysis of the statistical uncertainty of attenuation values derived using the reference phantom method has been presented by Yao et al. Generally, the power spectra in Eq. (1) are estimated using data from multiple beam lines acquired from the sample and the reference. The standard deviation of the attenuation coefficient at frequency \(f_i\), \(\sigma_{\alpha f_i}\), is related to the uncertainty of the slope
calculation of $\ln(RS(f,z))$ vs. $z$ when the measured values exhibit statistical fluctuations. Results show that $\sigma_{a_{j_i}}$ is given by (see Fig. 1)

$$\sigma_{a_{j_i}} = \frac{7.52k\sqrt{N_s+N_r}}{\sqrt{(n+1)/(n-1)}\sqrt{n}Z\sqrt{N_sN_r}} \text{(dB/cm)}, \quad (3)$$

where $N_s$ and $N_r$ are the number of independent acoustical lines over which echo data are acquired and analyzed from the reference and the sample, respectively; $Z$ is the length of the rf data segment over which the least squares analysis is applied; $n$ is the number of independent power spectral estimates over the interval $Z$ ($n \geq 3$); and the factor $k$ is the inverse of the “signal-to-noise ratio,” that is, the mean of the signal intensity to its standard deviation. This ratio is 1 if Rayleigh statistics apply.\(^{17}\) Since $n$ is proportional to $Z$, the uncertainty is inversely proportional to the $\frac{1}{2}$ power of the length of the data segments for large $n$. This expression is different from Yao’s original expression because here independent power spectral estimates are modeled as discrete, uniformly spaced data points instead of continuous data points.

One means to decrease the uncertainty in attenuation coefficient estimations without excessively expanding the region over which the estimation is done is to apply spatial angular compounding. Spatial angular compounding during echo data acquisition has proven to be an effective technique for reducing speckle noise to improve B-mode image quality.\(^{18}\) The method has only recently been used to improve quantitative ultrasound images.\(^ {15,19}\) Another method to decrease errors in these estimations is to average attenuation coefficients derived from different frequency components of the echo signal spectrum. This technique called “frequency compounding” has also been applied to reduce speckle in ultrasound images.\(^ {20,21}\) In the case of attenuation imaging, it has been found advantageous to apply frequency compounding in estimations of $\beta$, the attenuation coefficient versus frequency slope defined in Eq. (2).\(^ {15}\)

The statistical uncertainty of estimations of the attenuation coefficient versus frequency slope ($\beta$) when both spatial and frequency compounding are applied can be described using the following expression:\(^ {15}\)

$$\sigma^2_{\beta} = \frac{1}{N_c} \frac{1}{N_f} \sum_{i=1}^{N_f} \sigma^2_{\beta_{j_i}}$$

where $\sigma^2_{\beta_{j_i}}$ is the standard deviation of the attenuation coefficient versus frequency slope $\beta_{j_i}$, after spatial angular and frequency compounding, and $\sigma^2_{\beta_{j_i}}$ is the standard deviation of $\beta$ at frequency $f_i$, given by $\sigma_{\beta_{j_i}} = \langle (1/f_i) \sigma_{a_{j_i}} \rangle$. $N_f$ in Eq. (4) is the effective number of independent frequency components used in the attenuation versus frequency slope estimation, and $N_c$ is the effective number\(^ {22}\) of independent beam lines used for spatial angular compounding. $n_f$ is the number of compounded frequency components, which may be partially correlated.

As shown by Eq. (4), increasing $N_f$ or $N_c$ promotes lower standard deviations. Thus, effective use of the signal frequency bandwidth as well as the angular window available for compounding requires knowledge of correlations amongst frequency and amongst angular estimates. With this information, it would be possible to increase the frequency separation between chosen frequency components, as well as the angular separation among the selected beam lines, so that near maximum reduction in $\sigma^2_{\beta}$ can be achieved using a relatively small number of frequency components or angular beam lines, saving time in data acquisition and processing. Sec. II C 3 outlines a theory that predicts these correlations.

### C. Attenuation estimate correlation

#### 1. Correlation between $\beta$ estimates as a function of the increase between measurement frequencies

Suppose $n_f$ is the total number of (partially correlated) frequency components compounded. Thus, $N_f$, the effective number of independent frequency components is associated with $n_f$, the actual number of frequency components used, through the following relation:\(^ {15}\)

$$N_f = \frac{n_f}{\sqrt{1 + (\sum_{i=1}^{n_f} \sigma_{\beta_{j_i}})^2 / \delta^2}},$$

where, $\sigma_{\beta_{j_i}}^2$ is the variance of the attenuation versus frequency slope estimate at frequency $f_i$, and $\delta$ is the correlation between the attenuation versus frequency slopes, estimated at frequencies $f_i$ and $f_j$. Knowledge of $\rho(\beta_{f_i}, \beta_{f_j})$ is the key to increasing the efficiency of frequency compounding in attenuation variance reduction.

Since $\beta$ is derived from power spectral estimates, it is natural to look for $\rho(\beta_{f_i}, \beta_{f_j})$ through the correlation between spectral estimates at frequencies $f_i$ and $f_j$. We have developed a theory that approximates $\rho(S_{f_i}, S_{f_j})$, the correlation between periodogram spectral estimates at any two frequencies, $f_i$ and $f_j$ (see Appendix A). This is given by

$$\rho(S_{f_i}, S_{f_j}) = |FT(|p(t)|^2)_{S_j}|^2,$$
where \( p(t) \) is a gating window applied to the rf data in the
periodogram spectral estimates, and \( \Delta f = |f_j - f_i| \). Thus \( \rho(S_{f_j}, S_{f_i}) \) only depends on \( \Delta f \) and the length of the gating
window \( T \).

It is possible to derive \( \rho(\beta_{f_j}, \beta_{f_i}) \) from \( \rho(S_{f_j}, S_{f_i}) \), and
this will be described in Sec. II C 3.

2. Correlation between \( \beta \) estimates as a function
of the angular separation between beam lines

\( N_c \), the effective number of independent signals used
for spatial angular compounding, can be associated with \( n_f \),
the actual number of angular signals used, through the fol-
lowing relation:

\[
\frac{1}{N_c} = \frac{1}{n_f} + \sum_{i \neq j} \rho(\beta_{\theta_i}, \beta_{\theta_j})
\]

where \( \rho(\beta_{\theta_i}, \beta_{\theta_j}) \) is the correlation between attenuation co-
efficient versus frequency slopes \( \beta_{\theta_i}, \beta_{\theta_j} \) at two angular po-
tions \( \theta_i \) and \( \theta_j \) (\( i \neq j \)), derived after frequency
compounding.\(^{15} \) \((\beta_{\theta} = (2^j \sum_{k=1}^{n_f} \beta_{\theta(f_k)})/n_f \), where \( \beta_{\theta(f_k)} \) is
the attenuation versus frequency slope estimated at angle \( \theta \)
and frequency \( f_k \). The geometry is illustrated in Fig. 2. This
correlation can be estimated as (see Appendix B)

\[
\rho(\beta_{\theta_i}, \beta_{\theta_j}) = \frac{\sum_{k=1}^{n_f} (1/f_k^2) \rho(\beta_{\theta_i(f_k)}, \beta_{\theta_j(f_k)})}{\delta^2 \sum_{k=1}^{n_f} (1/f_k^2)},
\]

where \( f_k \) is the \( k \)th frequency component used in frequency
compounding and \( \delta \) was defined previously. Therefore,
\( \rho(\beta_{\theta_i(f_k)}, \beta_{\theta_j(f_k)}) \), the correlation between attenuation co-
efficient versus frequency slopes, estimated at angles \( \theta_i \) and
\( \theta_j \) for frequency \( f_k \), is the critical information needed to
increase the efficiency of spatial angular compounding in
attenuation variance reduction.

To derive \( \rho(\beta_{\theta_i(f_k)}, \beta_{\theta_j(f_k)}) \), we start with the correlation
between power spectral estimates at angular position \( \theta_i \)
and \( \theta_j \), and at frequency \( f_k \). Gerig and Chen\(^{23} \) describe a
model for the correlation between periodogram spectral esti-
mates for rf data acquired at angular positions \( \theta_i \) and \( \theta_j \) (see
Fig. 2). In this setup, positions 1 and 2 are locations of an
aperture interrogating the same region but from different
angles. The region is assumed to be centered at the focal
distance, \( z_0 \), which will be taken as the origin of the coordi-
nate system. \( \theta \) is the angle between the beam axes, and \( \varphi \) is
its half angle; \( b \) is the distance between the centers of the
apertures, which is also given by \( b = 2z_0 \sin \varphi \). \( \Delta \Omega_{1,2} \) is the
volume contributing to the echo data, where the \( x \) direction
extends to the edges of the beam and the \( y \) direction is
bounded by the position and length of the rf data segment.
Then, \( \rho(S_{\theta_i(f_k)}, S_{\theta_j(f_k)}) \), the correlation between peri-
odogram spectral estimates at angular position \( \theta_i \) and \( \theta_j \) for
frequency \( f_k \), is\(^{23} \)

\[
\rho(S_{\theta_i(f_k)}, S_{\theta_j(f_k)}) = |\rho_{1,2}(f_k)|^2,
\]

where \( \rho_{1,2}(f_k) \) is the corresponding correlation between Fou-
rier transformed segments. The latter can be written as

\[
\rho_{1,2}(f_k) = \frac{\int_{\Delta \Omega_{1,2}} dx dy p(x \cos \varphi - y \sin \varphi, x \sin \varphi + y \cos \varphi, f_k) p(x \cos \varphi + y \sin \varphi, -x \sin \varphi + y \cos \varphi, f_k)}{\int_{\Delta \Omega_{1,2}} dx dy p(x, y, f_k)}
\]

\[
e^{2ik(\sqrt{(x-h/2)^2 + (z_0 \cos \varphi - y)^2} - \sqrt{(x+h/2)^2 + (z_0 \cos \varphi - y)^2})} \left\{ \frac{1}{[x^2 + (z_0 - y)^2]} \right\} \times \frac{1/[x^2 + (z_0 - y)^2]}{1/[x^2 + (z_0 - y)^2]}.
\]

(10)
In this expression, \( p(x,y,f) \) is the point spread function, with \( \varphi = \theta_2 - |\theta_j - \theta_i| / 2 \). [Geri et al. use \( \omega \) in place of \( f_k \). They use subscripts 1 and 2 for \( \theta_i \) and \( \theta_j \), and they use \( \rho_s(\omega) \) rather than \( \rho(S_{\theta_1}(f_k),S_{\theta_2}(f_k)) \).]

Similar to Sec. C II 1, it is possible to associate \( \rho(\beta_{\theta_1}(f_k),\beta_{\theta_2}(f_k)) \) with \( \rho(S_{\theta_1}(f_k),S_{\theta_2}(f_k)) \), which is the correlation between periodogram spectral estimates at angular positions \( \theta_i \) and \( \theta_j \) at frequency \( f_k \). This will be explained in the next section.

### 3. Relation between attenuation versus frequency slope correlations and correlation among rf signal power spectra

The efficiency of compounding in attenuation variance reduction depends on the correlation between \( \beta \) estimates as a function of (1) the increment between analysis frequencies, \( \rho(\beta_{f_i},\beta_{f_j}) \), and (2) the angular separation between beam lines, \( \rho(\beta_{\theta_1}(f_k),\beta_{\theta_2}(f_k)) \).

Regardless of whether the problem involves correlations between the attenuation versus frequency slope at two frequencies (for a fixed angle) or at two angular positions (for a fixed frequency), it is essentially the same problem associating an attenuation correlation with a corresponding power spectra correlation. That is, the correlation between the attenuation versus frequency slope at positions 1 and 2 can be associated with the power spectra correlation at these positions through a common process, be it for two frequencies or two spatial angular positions (see Appendix C and Fig. 3). Let \( \rho(S_{f_i},S_{f_j}) \) be the correlation between sample power spectral estimates at frequencies \( f_i \) and \( f_j \), and let \( \rho(S_{\theta_1}(f_k),S_{\theta_2}(f_k)) \) be the correlation of the same quantity as a function of the angular separation between beam lines. This is expressed by the following equations:

\[
\rho(\beta_{f_i},\beta_{f_j}) = \frac{12}{(n-1)n(n+1)} \sum_{m=1}^{n} a_m^2 \rho(S_{f_i}^m,S_{f_j}^m) \tag{11}
\]

and

\[
\rho(\beta_{\theta_1}(f_k),\beta_{\theta_2}(f_k)) = \frac{12}{(n-1)n(n+1)} \sum_{m=1}^{n} a_m^2 \rho(S_{\theta_1}^m(S_{\theta_2}^m(f_k))) \tag{12}
\]

where \( a_m = m - n/2 - \frac{1}{2} \) and \( \sum_{m=1}^{n} a_m^2 = (n-1)n(n+1)/12 \) if the attenuation coefficient over region \( Z \) is obtained using a least squares method to derive the slope of the log of the power spectrum versus depth. \( m \) is a spatial index designating independent power spectral estimates at different depths, and \( n \) is the total number of independent estimates within \( Z \), the same as in Eq. (3) (see Appendix C).

It is clear that \( \rho(S_{f_i},S_{f_j}) \) only depends on \( \Delta f \) and the length of the window \( T \) and it is independent of the index \( m \). Thus, \( \rho(\beta_{f_i},\beta_{f_j}) \), the correlation between attenuation coefficient versus frequency slopes estimated at two frequencies \( f_i \) and \( f_j \), is obtained from

\[
\rho(\beta_{f_i},\beta_{f_j}) = \rho(S_{f_i},S_{f_j}) \frac{12}{(n-1)n(n+1)} \sum_{m=1}^{n} a_m^2 \rho(S_{\theta_1}^m(S_{\theta_2}^m(f_k))) = \rho(S_{f_i},S_{f_j})|FT[|p(t)|^2]\Delta f|^2. \tag{13}
\]

\( \rho(S_{f_i}^m(S_{f_j}^m(f_k))) \) can be derived from Eqs. (9) and (10), by integrating in the region \( \Delta \Omega_{i,j}^m \) where echo data for the \( m \)th corresponding periodogram spectral estimate originate. Therefore, \( \rho(\beta_{\theta_1}(f_k),\beta_{\theta_2}(f_k)) \) can be estimated from Eq. (12) with the knowledge of \( \rho(S_{f_i}^m(S_{f_j}^m(f_k))) \).

### III. METHOD

#### A. Correlation between \( \beta \) estimates as a function of the increment between measurement frequencies

To test Eq. (13), a uniform phantom with 0.5 dB/cm/MHz attenuation was used. The same phantom was used both as a sample and a reference by scanning different regions to assure independent data. A VFX13-5 linear array transducer on a Siemens Antares scanner (Siemens Medical Solutions, Ultrasound Division, Mountain View, CA, USA) was used to acquire the data. A single transmit focus set at a depth of 3 cm was used. The scanner is equipped with a research interface, providing raw beam line data in a radio frequency format as well as header data indicating beam position, frequency, etc. The sampling frequency was 40 MHz, and the line density was 50 lines/cm.

Eleven rf data sets, each consisting a frame of echo data across the entire field of view of the probe, were acquired. The number of acoustic lines acquired in each frame is 192. The transducer was translated in the elevational direction between sets. The translation step was larger than the elevational dimension of the transducer, so that all rf data sets can be regarded as independent because different portions of the phantom were isonified. One data set served as a reference, and the remaining ten sets were taken as samples.

Analysis was done by computing the attenuation coefficient versus frequency slope for segments of individual beam lines whose length, \( Z_i \), was either 2.16 or 2.77 cm, centered at the 3-cm transmit focal depth. Echo data from within each segment were first divided into subsegments defined by 4-\( \mu \)s.
rectangular gating windows (3 mm), with no overlap. For each window, the spectrum was computed by taking the Fourier transform. A rectangular window with no overlap ensured accurate gating of the rf data and independence of power spectral estimates over the segment, as required in our theoretical analysis. Then, Eq. (13) changes to
\[
\rho(b_{f_i}, b_{f_j}) = \text{sinc}^2(T \Delta f),
\]
where \( T = 4 \mu s \) and \( \Delta f = |f_i - f_j| \).

In the case of the data from the reference, power spectral values at a given measurement depth were averaged over all 192 beam lines to provide a reference spectra at each depth, with low variability. \( \alpha(f) \) was then calculated for each segment by fitting a straight line to the spectral values versus depth, as discussed after Eq. (1). Then attenuation versus frequency slopes (\( \beta = \alpha(f) \)) at frequencies over a range from 6 to 14 MHz were calculated for the segment. One hundred ninety-two such parallel segments from the sample were available for each rf data set.

Correlation between \( \beta \) as a function of the increment between measurement frequencies was calculated for each rf data set using the following formula:
\[
\text{Correlation} = \frac{[(\beta_{f_i} - \text{mean}(\beta_{f_i}))[\beta_{f_j} - \text{mean}(\beta_{f_j})]]}{\sigma_{\beta_{f_i}} \cdot \sigma_{\beta_{f_j}}},
\]
where, as defined before, \( \beta_{f_i} \) is the attenuation coefficient versus frequency slope at frequency \( f_i \), and \( \beta_{f_j} \) is the same quantity evaluated at frequency \( f_j \). There are 192 pairs of \( \beta_{f_i} \) and \( \beta_{f_j} \) for each sample rf data set. Mean \( \langle \beta_{f_i} \rangle \) and mean \( \langle \beta_{f_j} \rangle \) are their mean values, and \( \sigma_{\beta_{f_i}} \), \( \sigma_{\beta_{f_j}} \) are their standard deviations; here \( \langle \ldots \rangle \) stands for the expected value.

Correlation values from frequency pairs that have the same frequency separation, \( \Delta f \), were averaged to get final correlation values for one independent sample rf data set. In the end, the mean values of these ten independent correlation results from the ten rf data sets were taken as the experimental values, and error bars were calculated by calculating the standard deviation. Theoretical values were obtained from Eq. (14).

**B. Correlation between \( \beta \) estimates as a function of the angular separation between beam lines**

The accuracy of Eq. (12) was explored using simulated data because key information, including the dynamic aperture of transducers on the scanner, was not available and because simulation code can provide ideal rf data at specified beam angles. Using a simulation program, rf echo signals were modeled for a linear array transducer interrogating a medium containing randomly distributed scatterers. The scatterer size of polystyrene beads applied in the simulation was 50 \( \mu \)m, and the scatterer number density was 9.7 per cubic millimeter, ensuring that Rayleigh statistics apply. The linear array consists of elements of size 0.15 mm by 10 mm, with a center-to-center distance of 0.2 mm. Signals for each beam line were assumed to be formed using rf echo data from 75 consecutive elements, for a 1.5-cm aperture. Each of ten independent sample data sets simulated contained 180 lines, with each beam line rotated 0.5° from the previous, yielding a minimum angle of 0° and a maximum of 89.5° between pairs of beam lines. The focus was set at 3 cm from the transducer surface. A reference data set was also simulated, containing 400 lines. The power spectra at each depth within this set were averaged to provide reference spectra. For convenience, the attenuation of the sample was set to be zero while the reference attenuation was assumed in the model to be 0.5 dB/cm/MHz. The speed of sound in both media was set to be 1540 m/s. Neither apodization, dynamic receive focus, nor dynamic aperture were used.

Assume, for the sake of simplicity, the point-spread function for the system is adequately represented by a sinc squared function and the amplitude of the field does not vary significantly near the transmit focus. Equation 10 changes to

\[
\rho_{1,2}(f_k) \approx \frac{\int_{\Delta \Omega_{1,2}} dx dy \text{sinc}^2[(D/z_0 \lambda)(x \cos \varphi - y \sin \varphi)] \text{sinc}^2[(D/z_0 \lambda)(x \cos \varphi + y \sin \varphi)] e^{2i\pi [\sqrt{(x-h_0)^2 + (y \cos \varphi - r)^2} - \sqrt{(x-h_0)^2 + (y \cos \varphi - r')^2}]} \int_{\Delta \Omega_{1,2}} dx dy \text{sinc}^2(Dx/z_0 \lambda).}
\]

To derive \( \rho(S^m_{1}(f_k), S^m_{2}(f_k)) \) so that Eq. (12) can be solved, integration in Eq. (16) has to be made in the region \( \Delta \Omega_{1,2} \) where scatterers contributing to the \( m \)th corresponding periodogram spectral estimate exist. The integration limits in the \( y \) direction were approximated roughly by setting them according to the coordinate along the \( y \) axis: \( \gamma_{\text{min}} = l_{\text{min}} \cos \varphi \) and \( \gamma_{\text{max}} = l_{\text{max}} \cos \varphi \). \( l_{\text{min}} \) is the minimum rectangular gating coordinate of the \( m \)th subsegment along the beam line, while \( l_{\text{max}} \) is the maximum gating coordinate (see Fig. 2). As in Sec. C1, a 4-\( \mu \)s rectangular gating window (3 mm) with no overlap was used in the periodogram spectral estimates. In addition, as mentioned before, integration in the \( x \) direction was bounded by the edges of the beam.

For frequency \( f_k \), attenuation coefficient versus frequency slopes over a specified region of each angled beam line were computed. Not losing generality, segments of each line, centered at the focus, were chosen as these regions. Correlation between attenuation versus frequency slope estimates as a function of the angular separation between beam lines was obtained for each of the ten independent sample data sets in a similar manner as described in Eq. (15). The difference is that in this case \( \beta_{\theta}(f_k) \) and \( \beta_{\theta'}(f_k) \), the attenuation coefficient versus frequency slopes estimated at angles \( \theta \) and \( \theta' \) for frequency \( f_k \), replace \( \beta_{f_i} \) and \( \beta_{f_j} \) in Eq. (15).

Their standard deviations \( \sigma_{\beta_{\theta}(f_k)} \) and \( \sigma_{\beta_{\theta'}(f_k)} \) replace \( \sigma_{\beta_{f_i}} \) and \( \sigma_{\beta_{f_j}} \) in the same equation. The mean value of these ten independent correlation results from the ten independent
sample data sets was calculated. Theoretical values were obtained from Eq. (12).

IV. RESULTS

A. Correlation between β estimates as a function of the increment between measurement frequencies: Measurement data

Correlations between β estimates as a function of the increment between measurement frequencies (Δf) were calculated for rf data segments of length 2.16 and 2.77 cm. Results are shown in Figs. 4(a). (2.16 cm) and (b) (2.77 cm). Here experimental values are labeled as dots with error bars, while theoretical values calculated using Eq. (14) are plotted as solid lines. Error bars display ± one standard deviation of the ten independent correlation estimates in each case. For both data segment lengths, experimental values appear to match well with theoretical values in the general trend, although discrepancies are noted in the magnitude of the decorrelation rate. These are discussed in Sec. V. Both experimental and theoretical results indicate that the data segment length is not a factor in the correlation between β estimates at different measurement frequencies. An approximate 0.2-MHz increment between frequencies at which β results are obtained yields completely uncorrelated data when the length of the gating window used, T, is 4 μs.

B. Correlation between β estimates as a function of the angular separation between beam lines: Simulated data

Correlations between attenuation versus frequency slopes at different beam angles were computed for simulated data derived using center frequencies of 3, 5, and 7 MHz. In each case, a 50% bandwidth was represented in the simulation. For each simulated data set, the correlation between β values estimated at different angular separations between beam lines (Δθ) was obtained for both 2.16- and 2.77-cm rf data segments. Results are shown in Fig. 5 (2.16 cm) and Fig. 6 (2.77 cm) for the three different center frequencies. Values from simulations are labeled as dots with error bars, while theoretical values are plotted as solid lines. Again, error bars display ± one standard deviation of the ten independent correlation estimates in each situation. In all situations, the agreement in the general trend between experimental values and theoretical values is good; i.e., it can be seen from both simulation data and theory that the higher the frequency is, the faster is the decorrelation between β estimates as a function of the angular separation between beam lines. A similar statement can be made regarding the effect of data length, namely, attenuation computed over longer segments decorrelates faster with angle. For the situation simulated at 3.5 MHz, the angular increment needed for the attenuation estimates to achieve 0.5 decorrelation is around 2° for the 2.16-cm data segment and 1.6° for the 2.77-cm segment. At 5 MHz, the values are 1.5° for 2.16 cm and 1.2° for 2.77 cm, while at 7 MHz, they are 1.1° for 2.16-cm segments and 0.8° for 2.77-cm segments.

V. DISCUSSION

The theoretical expressions derived in this paper predict the correlation between β estimates as a function of increment between measurement frequencies and angular separation between beam lines. Predictions are found to match experimental results in the general trend of the curves, as noted in the results. However, small deviations between predictions and measurement results are also noticed in Figs. 4–6. Part of the deviation may be contributed by the error propagation assumption used in deriving the theoretical expressions. We associated the covariance of the sample-to-reference power spectrum ratio with the covariance of its logarithm form [Appendix C, Eqs. (C8) and (C12)] in an approximate partial derivative relation. Nevertheless, these theoretical curves give a good approximation to the decorrelation rate in attenuation estimations for incremental changes in beam angle and analysis frequency.

In the frequency compounding method, from Eq. (14), the correlation between β estimates as a function of increment between measurement frequencies is dependent on the length of the gating window, T. The longer T is, the more independent frequency components there are within the bandwidth of the transducer, making Nf in Eq. (4) larger. On the other hand, the longer T is, the smaller will be n, the number of independent spectral estimates over the interval Z, tending to make σpT in Eq. (4) larger because σpT would be larger [see Eq. (3)]. Therefore, according to Eq. (4), there is no apparent difference in terms of reducing the variance of β between long or short gating windows, for the power spectra estimates, provided that the length of the gating window is long enough to make stable attenuation estimates at different frequencies over the spectrum. Yao26 pointed out that for a Blackman-Harris window, 4 μs is needed for stable attenuation estimates around 5 MHz. Also, because the correlation between β estimates as a function of increment between measurement frequencies is independent of the length of the rf data segment over which attenuation is computed, frequency compounding will have an advantage in local attenuation estimations where data lengths are short.

In angular compounding, the correlation between β estimates as a function of angular separation between beam lines is dependent on both the frequency of the signal and the length of the rf data segment over which the attenuation value is derived. Figures 5 and 6 illustrate that the higher the frequency or the longer the data segment is, the faster the decorrelation with beam angle is. Thus it is a good strategy to include more high-frequency components to get more independent angular estimates, as shown by Eq. (8). The effect of data length on the decorrelation between β estimates puts an adverse effect on attempts to improve resolution in local attenuation estimations where it would be desirable to keep data lengths short. The efficacy of angular compounding in variance reduction of attenuation estimations is limited due to this effect.

To verify Eq. (12), the point spread function was taken to behave as a sinc-squared function, and the field amplitude was assumed to vary insignificantly for sample data sets near the transmit focus, so that the calculation of Eq. (10) could
be simplified to Eq. (16). The assumption is generally good near the focal region of a transducer, although it may not represent the actual acoustic field at points away from the focus of a real transducer. However, during the design of a compounding scheme for any particular aperture and depth, a numerical calculation can be done using Eq. (10) with detailed knowledge of the acoustic field.

Our theoretical result is based on a model that a single acoustic line is rotated around a common center. Caution must be taken, therefore, on use of these results if multiple acoustic lines \([N_s \neq 1\) in Eq. (3)] are used to get an averaged spectrum before computing the attenuation. If spectra from several beam lines are averaged, the region in which scatterers contribute to the averaged spectrum will be wider than the region which contributes to the spectrum for a single acoustic line. Thus, the overlap between rotating acoustic fields will be larger in the averaged spectrum case than for the case where the spectrum is derived from rf data acquired over a single acoustic line if the angle rotated is the same. Therefore, the spectral decorrelation as a function of angular separation between beam lines will be slower when multiple acoustic lines are used to get an averaged spectrum, and so
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**FIG. 4.** Correlation between the attenuation versus frequency slope as a function of the increment between measurement frequencies for an echo data segment of length (a) 2.16 cm and (b) 2.77 cm. Solid lines are theoretical values, and dots with error bars are the results of phantom experiments.
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**FIG. 5.** Correlation between the attenuation versus frequency slope as a function of the angular separation between beam lines for a data segment of length 2.16 cm at frequencies of (a) 3 MHz, (b) 5 MHz, and (c) 7 MHz. Solid lines are theoretical values, and dots with error bars are the results of simulation experiments.
Our compounding algorithm is just one type of possible compounding methods that could be applied in attenuation estimations. Other approaches, for example, spectra compounding instead of parameter compounding, may be effective as well. For any real system, noise has to be incorporated into the model when considering an optimized compounding scheme. Still, this study sheds light on a path towards reliable local attenuation estimations. It is, in general, difficult to determine the dependencies of attenuation estimate correlations upon systematic parameters analytically. With simplified conditions such as those applied in the solution of our theoretical model, we are able to show the efficiency of angular or frequency compounding for different system parameters, such as the angular separation between compounded beam lines or the increment between compounded frequencies. With these relations, directions are given for choosing the best scheme for attenuation estimations with the smallest variance.

VI. CONCLUSION

Theoretical expressions for the correlation between attenuation versus frequency slope estimates generated for the same tissue location but using different frequency components or from different angles of incidence have been derived. Predicted results were compared with measurements from phantoms and with simulation data, respectively. Both predictions and measurement results show that the correlation between $\beta$ estimates as a function of increment between measurement frequencies is independent of the length of the rf data segment over which the attenuation versus frequency slope is derived. However, it decreases with an increase in length of the gating window used in power spectra estimates. In contrast, the correlation between $\beta$ estimates as a function of angular separation between beam lines does depend on the rf data segment length; it also depends on the frequency of the signal over which the attenuation versus frequency slope is computed. The higher the frequency and the longer the data segment, the faster the decorrelation will be. The relationships for correlation among $\beta$ estimates can be used to optimize spatial angular and frequency compounding schemes in attenuation versus frequency slope measurements.
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APPENDIX A: CORRELATION BETWEEN PERIODOGRAM VALUES

The signal $V(t)$, gated by a window $p(t)$ with its center at $t_0$, is

$$V_g(t) = V(t) p(t-t_0).$$  \hspace{1cm} (A1)

The value of its Fourier transform at frequency $f_i$ is

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Correlation between the attenuation versus frequency slope as a function of the angular separation between beam lines for a data segment of length 2.77 cm, at frequencies of (a) 3 MHz, (b) 5 MHz, and (c) 7 MHz. Solid lines are theoretical values, and dots with error bars are the results of simulation experiments.}
\end{figure}
where \( v(f) = \text{FT}(V(t)) \) and \( P(f) = \text{FT}(p(t)) \).

At another frequency \( f_j \), we have

\[
V_g(f_j, t_0) = e^{-i(f_j - f_0)\Delta f} \int v(f) P(f_j - f) e^{i(f_j - f)\Delta t_0} df,
\]

Thus, the autocorrelation between the two Fourier transforms is

\[
\rho(\beta_{\theta_i}, \beta_{\theta_j}) = \frac{\text{cov}(\beta_{\theta_i}, \beta_{\theta_j})}{\sigma_{\beta_i} \sigma_{\beta_j}}
\]

\[
= \frac{\Sigma_{k=1}^{n_f} \Sigma_{j=1}^{n_f} \rho(\beta_{\theta_i}(f_k), \beta_{\theta_j}(f_j))}{\delta^2 \Sigma_{k=1}^{n_f} \sigma_{\beta_i}^2}.
\]

Since \( \sigma_{\beta_i} = \sigma_{\beta_i}/f_k \) and \( \sigma_{\beta_j} \) can be approximated as being independent of \( f_k \) [see Eq. (3) in the main text], we have

\[
\rho(\beta_{\theta_i}, \beta_{\theta_j}) \approx \frac{\Sigma_{k=1}^{n_f} (1/f_k^2) \rho(\beta_{\theta_i}(f_k), \beta_{\theta_j}(f_k))}{\delta^2 \Sigma_{k=1}^{n_f} (1/f_k^2)}.
\]

**APPENDIX C: ATTENUATION CORRELATIONS RESULTING FROM CORRELATIONS IN POWER SPECTRA**

The reference phantom method to derive \( \beta \), the attenuation coefficient versus frequency slope, is carried out by applying a least squares algorithm to fit the log difference between a sample and a reference power spectral estimate at a given frequency versus the depth. The slope of this fit is proportional to the difference between the attenuation coefficient of the sample and that of the reference. With the known attenuation of the reference, the attenuation coefficient of the sample can be estimated. That value divided by the given frequency is the attenuation coefficient versus frequency slope, \( \beta \).

Let \( \beta \) be the least squares slope fitted from the natural log difference between the sample and the reference power spectral estimate versus the depth, and let \( \Delta \alpha \) be the difference between the attenuation coefficient of the sample and that of the reference at a chosen frequency:

\[
\Delta \alpha = -b/4 \times 8.68 \text{ (dB/cm)}.
\]

Here 8.68 is the conversion factor from nepers/cm to dB/cm. The correlation between the attenuation coefficient versus frequency slope, \( \beta \), at positions 1 and 2 would be

\[
\rho(\beta_{1}, \beta_{2}) = \rho(\alpha_{1}, \alpha_{2}) = \rho(b_1, b_2).
\]

Let \( x_m \) be the position of the \( m \)th independent power spectral estimate used to calculate the slope \( b \) at a specified frequency, and let \( \Delta \) be the separation between these uniformly spaced data points. \( y_m \) is the \( m \)th value of the log difference between the sample and reference power spectral estimates at different depths for that frequency. Thus \( y_m = \ln S_m - \ln S_m' = \ln RS_m \), where \( (RS)_m \) is the ratio of the sample power spectrum to the reference power spectrum at point \( m \), \( m = 1, \ldots, n \), where \( n \) is the total number of independent power spectrum estimates along the data segment whose length is \( Z \). In Fig. 3, the left panel depicts the situation described by Eq. (11), while the right panel corresponds to Eq. (12):

\[
x_m = (m - 1) \Delta + x_0.
\]
According to Bevington,\textsuperscript{24}

\begin{equation}
    b = \frac{1}{\Delta'} \left( n \sum x_m y_m - \sum x_m \sum y_m \right) \tag{C4}
\end{equation}

in which \( \Delta' = n \sum x_m^2 - (\sum x_m)^2 \). Inserting (C3) into (C4), we have

\begin{equation}
    b = \frac{1}{\Delta'} n \sum_{m=1}^{n} a_m y_m, \tag{C5}
\end{equation}

in which \( a_m = m - n/2 - 1/2 \) and \( \sum_{m=1}^{n} a_m^2 = (n-1)n(n+1)/12 \).

Thus, we have

\begin{equation}
    \text{cov}(b_1, b_2) = \frac{1}{\Delta'^2} n^2 \Delta'^2 \text{cov} \left( \sum_{u=1}^{n} a_{1u} y_{1u}, \sum_{v=1}^{n} a_{2v} y_{2v} \right) \nonumber \text{cov}(y_{1u}, y_{2v}).
\end{equation}

(C6)

It is reasonable to suppose that when \( u \neq v \), covariance between \( y_u \) and \( y_v \) at two different positions 1, 2 is negligible, i.e., \( \text{cov}(y_{1u}, y_{2v}) = 0 \), when \( u \neq 1 \). Also we have \( \text{cov}(y_{1u}, y_{2v}) = 0 \), when \( u = 2 \), but \( u \neq v \). The latter is because of the assumption that data points are independent. Thus, we have

\begin{equation}
    \text{cov}(b_1, b_2) = \frac{1}{\Delta'^2} n^2 \Delta'^2 \sum_{m=1}^{n} a_m^2 \text{cov}(y_{1m}, y_{2m}). \tag{C7}
\end{equation}

Assume the following assumption holds for the error propagation from the ratio of the sample to reference power spectrum to its logged form,

\begin{equation}
    \text{cov}(y_{1m}, y_{2m}) = \frac{\partial y_{1m}}{\partial \text{RS}_1} \frac{\partial y_{2m}}{\partial \text{RS}_2} \text{cov}(\text{RS}_1, \text{RS}_2) \nonumber \text{cov}(\text{RS}_1, \text{RS}_2) \nonumber
\end{equation}

\begin{equation}
    = \frac{1}{\text{RS}_1} \frac{1}{\text{RS}_2} \sigma_{\text{RS}_1} \sigma_{\text{RS}_2} \rho(\text{RS}_1, \text{RS}_2). \tag{C8}
\end{equation}

And, from Ref. 25,

\begin{equation}
    \sigma_{\text{RS}_m}^2 = \left( \frac{\partial \text{RS}_m}{\partial S_m} \right)^2 \text{var}(S_m) + \left( \frac{\partial S_m}{\partial \text{RS}_m} \right)^2 \text{var}(S_m) \nonumber \text{var}(S_m) \nonumber
\end{equation}

\begin{equation}
    = \frac{N_s + N_r}{N_s N_r} \text{RS}_m. \tag{C9}
\end{equation}

The relation \( \text{var}(S) = S^2 \) is used in the above equation.\textsuperscript{26} \( N_s \) and \( N_r \), represent the number of sample and reference waveforms used to calculate the spectra, respectively.

Combining Eqs. (C7)–(C9),

\begin{equation}
    \text{cov}(b_1, b_2) = \frac{N_s + N_r}{N_s N_r} \frac{1}{\Delta'^2} n^2 \Delta'^2 \sum_{m=1}^{n} a_m^2 \rho(\text{RS}_1, \text{RS}_2). \tag{C10}
\end{equation}

Assuming \( \sigma_{y_m} = \sigma_y \) for all \( m \), we have \( \sigma_y^2 = n \sigma_y^2/\Delta' \), so

\begin{equation}
    \sigma_{b_1}^2 \sigma_{b_2}^2 = \frac{n}{\Delta'^2} \sigma_y^2 \sigma_y^2. \tag{C11}
\end{equation}

Similar to (C8) and (C9),

\begin{equation}
    \sigma_{\sigma_{y_1}}^2 \sigma_{\sigma_{y_2}}^2 = \frac{\left( \frac{\partial y_1}{\partial \text{RS}} \right)^2}{\sigma_{\text{RS}}} \frac{1}{\sigma_{\text{RS}}} \frac{\partial \text{RS}_2}{\partial S_m} \text{var}(S_m) + \left( \frac{\partial S_m}{\partial \text{RS}_2} \right)^2 \text{var}(S_m) \nonumber \text{var}(S_m) \nonumber
\end{equation}

\begin{equation}
    = \frac{N_s + N_r}{N_s N_r} \text{RS}_m. \tag{C12}
\end{equation}

Combining (C2) and (C10)–(C12),

\begin{equation}
    \rho(\beta_1, \beta_2) = \rho(b_1, b_2) = \frac{1}{\Delta n} n \sum_{m=1}^{n} a_m^2 \rho(\text{RS}_1, \text{RS}_2). \tag{C13}
\end{equation}

Many reference signals are averaged to form the reference spectrum. Thus the variance of the reference spectrum can be deemed to be very small,

\begin{equation}
    \rho(\text{RS}_1, \text{RS}_2) = \rho(S_1, S_2). \tag{C14}
\end{equation}

and

\begin{equation}
    \Delta' = n \sum x_m^2 = n(n-1) \sigma_y^2 = 12(n-1) S^2. \tag{C15}
\end{equation}

The last equality in Eq. (C15) was established because for \( n \) uniformly spaced points on a one-dimensional number axis spread over a distance of \( Z \), \( \sigma_y^2 = (n(n+1)/12(n-1)^2) Z^2 \).

Notice that \( Z = -(n-1) \Delta \). Thus (C13) turns to

\begin{equation}
    \rho(\beta_1, \beta_2) = \frac{12}{(n-1)n(n+1)} \sum_{m=1}^{n} a_m^2 \rho(S_1, S_2). \tag{C16}
\end{equation}


