Estimate of the attenuation coefficient using a clinical array transducer for the detection of cervical ripening in human pregnancy
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Abstract

Premature delivery is the leading cause of infant mortality in the United States. Currently, premature delivery cannot be prevented and new treatments are difficult to develop due to the inability to diagnose symptoms prior to uterine contractions. Cervical ripening is a long period that precedes the active phase of uterine contractions and cervical dilation. The changes in the microstructure of the cervix during cervical ripening suggest that the ultrasonic attenuation should decrease. The objective of this study is to use the reference phantom algorithm to estimate the ultrasonic attenuation in the cervix of pregnant human patients. Prior to applying the algorithm to in vivo human data, two homogeneous phantoms with known attenuation coefficients were used to validate the algorithm and to find the length and the width of the region of interest (ROI) that achieves the smallest error in the attenuation coefficient estimates. In the phantom data, we found that the errors in the attenuation coefficient estimates are less than 12% for ROIs that contain 40 wavelengths or more axially and 30 echo lines or more laterally. The reference phantom algorithm was then used to obtain attenuation maps of the echoes from two human pregnant cervices at different gestational ages. It was observed that the mean of the attenuation coefficient estimates in the cervix of the patient at a more advanced gestational age is smaller than the mean of the attenuation coefficient estimates in the cervix of the patient at an earlier gestational age which suggests that ultrasonic attenuation decreases with increasing gestational age. We also observed a large variance between the attenuation coefficient estimates in the different regions of the cervix due to the natural variation in tissue micro-structures across the cervix. The preliminary results indicate that the algorithm could potentially provide an important diagnostic tool for diagnosing the risk of premature delivery.
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1. Introduction

Premature delivery is the leading cause of infant mortality in the United States and it is estimated that neonatal care costs 10 billion dollars annually [1]. Therefore there is an urgent need for the development of noninvasive diagnostic tools to predict premature delivery. Prior to uterine contractions, the cervix undergoes a long period of phasic changes in the microstructure and composition [2]. During this period often referred to as cervical ripening, the concentration of collagen decreases as more space is created between the fibrils. Water and other enzymes occupy this space and act to loosen collagen fibrils and soften elastin in preparation for delivery [3]. If preterm cervical ripening is accurately diagnosed, new drugs could potentially be developed to delay cervical ripening and prevent early delivery.

Historically, ultrasound has been used as an imaging modality that relies on the reflection of acoustic waves from tissue micro-structures creating speckle patterns of various intensities in the B-mode images. The images formed provide sufficient information for qualitatively visualizing the anatomy of soft tissue structures. However, investigators have shown that statistical analysis of the backscattered power spectrum can provide quantitative, system independent estimates of tissue properties such as attenuation and the size/composition of the tissue micro-structures [4–9]. Due to the increased water content of the cervix during ripening, it is hypothesized that ultrasonic attenuation will decrease with increasing gestational ages. A preliminary in vivo study on rats showed that the ultrasonic attenuation coefficients are less in the cervices of pregnant rats than those of non pregnant ones [10]. However, the variances of the attenuation estimates of the rats that were at the same gestation age were as high as 0.7 dB/cm-MHz which are too large to deduce a trend in the attenuation slope with increasing gestational ages.

Since the attenuation increases with frequency, the high frequency components are more attenuated than the low frequency components when an ultrasonic pulse passes through tissue. This dispersion in attenuation results in a spectral distortion of the
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pulse. Specifically the power spectrum of the pulse experiences a downshift in its center frequency, which is related to attenuation [11]. The frequency downshift is usually determined in the frequency domain by measuring the difference in the center frequencies of the received and incident power spectra [11–13]. An alternate method is to determine the frequency downshift in the time domain by measuring the density of zero crossings of the rf signal [14]. Other techniques for determining the frequency downshift of backscattered signals are based on parametric spectral analysis and more precisely the autoregressive (AR) spectral analysis. This analysis consists in modeling the backscattered signal as the output of a linear filter driven by White Gaussian noise and computes AR parameters. These parameters can be used to estimate the power spectrum of a gated window of the backscattered signal and hence determine the frequency downshift [13,15]. Tu et al. proposed a method called video signal analysis (WSA) for measuring the attenuation coefficient of a sample based on a reference phantom. This method compares the intensity of the ultrasound waves and that the attenuation depends linearly on frequency [16].

In this paper, we use the reference phantom algorithm to estimate attenuation of a region of interest (ROI) in tissue based on a reference phantom [17]. This algorithm accounts for the effects of the spectrum of the transmit pulse, diffraction, scattering, and attenuation of intervening tissues. The algorithm assumes the ROI is statistically homogeneous. The precision of the algorithm is validated by an experiment performed on two phantoms with known attenuation coefficients. The two phantoms are scanned multiple times and several sets of RF waveforms corresponding to B-mode images are obtained. One set of waveforms is chosen as a reference image, and the algorithm is used to estimate the attenuation coefficient in the rest of the scans based on the reference set. In order to minimize the error in attenuation estimates, parameters such as ROI length, window size and number of echoes per ROI are optimized. The optimized algorithm is then used to estimate attenuation in images obtained from the cervices of pregnant women at different gestation ages.

2. Summary of reference phantom algorithm

In order to estimate attenuation in a ROI of a sample, the same transducer and power settings are used to obtain backscattered signals from the sample, and from a phantom with known frequency-dependent attenuation. Each RF echo line of the ROI is partitioned into several overlapping time gated windows. The Fourier Transform is applied to every window, and the power spectra of the windows corresponding to the same depth from each RF echo line in the ROI are averaged. The same procedure is performed on the region of the reference phantom that corresponds to the ROI of the sample. In standard pulse echo imaging, the measured power spectrum of a windowed region in a statistically homogeneous tissue is the Fourier Transform of the time gated signal [11] and can be written as:

\[
S_0(f, d) = A(f) \times D(x, y, z) \times F_r(f) \times H^2(f) \times \exp[-2(d - d_0)\alpha_s f^{n_s}] 
\times F_{at}(f, x_1, x_2, \ldots, x_N) 
\] (1)

This equation assumes that the windows used to gate the echoes are small compared to the depth of focus for the transducer so that the variations of the field within each gated region could be ignored [18]. \(A(f)\) is the Power spectrum of the transmitted pulse. \(D(x, y, z)\) is a diffraction term that results from focusing. \(F_r(f)\) is a frequency dependent term that results from the scattering properties of the ROI. \(H(f)\) is the transfer function of the ultrasound source. \(\alpha_s\) is the slope of the attenuation coefficient in the ROI with frequency dependence \(n_s\), and \(d_0\) is the distance from the center of the transducer to the center of the first time-gated region of the ROI. \(d\) is the distance to the center of a particular time-gated region within the ROI. Recall that changes in the power spectrum with depth (i.e., different time-gated regions) within the ROI have been traditionally used to determine the attenuation slope of a particular ROI [11,19,20]. Lastly, \(F_{at}\) is the total frequency-dependent attenuation along the path and can be written as:

\[
F_{at}(f, x_1, x_2, \ldots, x_N) = \exp[-2\alpha_s d f^{n_s}] \times \exp[-2\alpha_s (d_0 - d_0) f^{n_s}] 
\] (2)

\[
S(f, d) = A(f) \times D(x, y, z) \times F_r(f) \times H^2(f) \times \exp[-2\alpha_s d f^{n_s}] 
\] (3)

where \(\alpha_s\) is the slope of the attenuation coefficient of the phantom which has a frequency dependence of \(n_s\). Similarly, the power spectrum of the backscattered signal from the reference phantom is:

\[
S_r(f) = \sum_{\alpha_s, d_0} S_r(f, \alpha_s, d_0) ; \alpha_s \times d_0 \] (4)

Computing the natural logarithm of the above equation gives:

\[
S = \ln \left( \frac{S_r}{S_r} \right) = \ln \left( \frac{F_r(f) \times F_{at}(f, x_1, x_2, \ldots, x_N)}{F_r(f)} \right) = -2\alpha_s (d - d_0) f^{n_s} + 2\alpha_s f^{n_s} 
\] (5)

If we then take the derivative with respect to \(d\), we have:

\[
\frac{\partial(S)}{\partial(d)} = 2(f^{n_s} - \alpha_s f^{n_s}) 
\] (6)

Since the slope of the attenuation coefficients \(\alpha_s\) and its frequency dependence \(n_s\) are known, the slope of the attenuation coefficient \(\alpha_s\) and its frequency dependence \(n_s\) in the sample can be estimated by using a nonlinear least squares optimization routine such as the Levenberg–Marquardt routine [21].

In this paper, we assume that the powers of frequency dependence \(n_s\) and \(n_s\) are equal to 1 in order to initially verify our algorithm. This is a reasonable initial simplification since the frequency dependence of attenuation for most tissue has a linear dependence on frequency at least over the bandwidth of most sources [22]. This approximation is also reasonable in our initial studies because the tissue mimicking phantoms used have a linear frequency-dependent attenuation. Under this approximation, Eq. (6) becomes:

\[
\frac{\partial(S)}{\partial(d)} = S(f) = -2f \Delta \alpha 
\] (7)

where

\[
\Delta \alpha = \alpha_s - \alpha_s 
\] (8)

For every frequency component, this derivative can be estimated by the slope of the line that fits the data as illustrated in Fig. 1. The so-
The dashed line represents a line that fits the data points of S with least mean square error. The solid line of Fig. 1 is a plot of the logarithm of the power spectra ratio S with respect to depth for a single frequency (4.74 MHz) for one of the sample data sets (window size = 10\( \lambda \)). The dashed line represents a line that fits the data points of S with least mean square error. The slope of this line can be used to estimate the derivative of S and hence compute \( \Delta f \) for a single frequency component according to Eq. (7). An estimate of the attenuation coefficient in the ROI of the sample is obtained by finding mean(\( \Delta x \)) mean(\( \Delta f \)) = mean(\( \frac{S}{C_0} \)) and adding the attenuation coefficient of the reference phantom (i.e. \( \Delta f = \text{mean}(\Delta x) + \Delta f \)).

3. Analysis of measurement data

Prior to applying the reference phantom algorithm to in vivo data, it was validated by using two homogeneous tissue mimicking phantoms with attenuation coefficients 0.64 dB/cm-MHz (phantom 1) and 0.5 dB/cm-MHz (phantom 2) respectively. Both phantoms have a sound propagation speed of 1540 m/s which is similar to the propagation speed in soft tissue. The scattering targets in the phantoms are glass beads with a number density of 5 mm\(^{-3}\). The mean scatterer diameters in phantom 1 and in phantom 2 are 45 \( \mu \)m and 75 \( \mu \)m, respectively. Both phantoms were custom fabricated at the University of Wisconsin Madison by Ernest L. Madsen. Using a 6.8 MHZ trans-vaginal array transducer (E9-4, z.one Ultrasound System, ZONARE Medical Systems, Inc., Mountain View, CA) and the same power settings, the two phantoms are exposed to ultrasound and 5 RF data sets corresponding to five different B-mode images are obtained for each phantom. One of the data sets from phantom 1 is chosen as the reference and the reference phantom algorithm is utilized to estimate the attenuation coefficients in the remaining nine data sets.

In order to obtain the least error in attenuation coefficient estimates (ACES), parameters such as the ROI length, the size of the time gated window used to compute the Fourier Transform at each depth within the ROI, and the number of echoes per ROI must be optimized. In order to do this, we first took ROIs that consisted of 50 echo lines and varied the size of the time gated window, within each ROI, from 5\( \lambda \) to 25\( \lambda \) with increments of 1\( \lambda \). The length of the ROI was also varied from 10\( \lambda \) to 75\( \lambda \) by varying the number of time gated windows per ROI. We chose 50\% overlapping between the time gated windows. For every combination of window size and ROI length, one ROI was selected from each B-mode image so that the center of the ROI corresponds to the center of the B-mode. The selected ROIs correspond to the same depth. The reference phantom algorithm was then used to estimate the attenuation coefficient in the selected ROI of each data set. Subsequently, the error in the attenuation coefficient estimate of each ROI was calculated according to equation.

\[
\text{Error} = \frac{x_{\text{true}} - x_{\text{est}}}{x_{\text{true}}} \times 100
\]

In this equation, \( x_{\text{true}} \) is the true attenuation coefficient of the sample and \( x_{\text{est}} \) is the estimated attenuation coefficient of the ROI. Lastly, for every combination of window size and ROI length, the mean and standard deviation of the errors in ACES of the nine ROIs were calculated.

Fig. 2 shows graphs of the mean and Standard Deviation (STD) of the errors in the ACES versus ROI size, for all window sizes. It is apparent from Fig. 2 that for a specific ROI size, the magnitudes of the mean and STD of the errors in the ACES exhibit little variation with respect to window size (i.e., different symbols). It is also observed that the mean and STD of the errors in the ACES decrease with increasing ROI size. For ROI sizes that are greater than 30–40\( \lambda \), there is little or no decrease in the mean and STD of the errors in the ACES.

In order to explore the dependence on ROI length and window size in greater detail, we generated surface plots of the mean and STD of the errors in the ACES with respect to ROI length and window size. The two plots are shown in Figs. 3 and 4 respectively. Visually assessing the two plots, it is observed that for ROI lengths less than 35–40\( \lambda \), the mean and STD of the errors in the ACES decrease sharply with increasing ROI length; however, they stay nearly constant with respect to ROI length for ROI lengths greater than 35–40\( \lambda \). For a specific ROI length, the mean and STD of the errors in the ACES are nearly constant with respect to window size for window sizes greater than 5\( \lambda \). The mean and STD of the errors in the ACES are less than 15\% and 10\% respectively for ROI lengths greater than 35\( \lambda \) and for all window sizes. Based on these observations, we concluded that the precision of the attenuation estimates are independent of window size for window sizes greater than 5\( \lambda \). We also concluded that ROI lengths greater than 35\( \lambda \) are optimal for attenuation estimation. In the rest of the analysis, we used ROI lengths of 40\( \lambda \) and window sizes of 10\( \lambda \).

After determining the optimal ROI length, we determined the optimal number of echoes per ROI. For this analysis, we fixed the window size to 10\( \lambda \) and the ROI length to 40\( \lambda \) and varied the num-
ber of echoes per ROI from 3 to 140. For every choice of number of echoes per ROI, one ROI was selected from each B-mode image so that the center of the ROI corresponds to the center of the B-mode. The attenuation coefficient was estimated in the selected ROI of each data set, and the error in the estimate was calculated according to Eq. (9). For every choice of number of echoes per ROI, the mean and standard deviation of the errors in the ACEs of the nine ROIs were then calculated.

Fig. 5 shows plots of the mean and STD of the errors in the ACEs with respect to the number of echoes per ROI. It is apparent that both the mean and STD of the errors in the ACEs decrease with increasing number of echoes per ROI. However, there is no decrease in the mean and STD of the errors in the ACEs for ROIs that contain more than 30 echo lines. It is also observed that ROIs that contain 30 echo lines or more guarantee that the mean and STD of the errors in the ACEs are less than 12% and 8% respectively. Based on these observations, we concluded that ROIs that contain 30 echo lines or more are optimal of attenuation estimation.

Using an ROI length of 40\( \lambda \), a window size of 10\( \lambda \) and 30 echo lines per ROI, the reference phantom algorithm was applied to RF data corresponding to one B-mode image of the black phantom (0.64 dB/cm-MHz) in order to estimate attenuation is several regions of the B-mode image. To generate an attenuation map, a color is assigned to each value of attenuation and the regions of the B-mode image are then colored according to their estimated value of attenuation. Fig. 6 shows the resulting attenuation map. The mean and standard deviation of the attenuation coefficient estimates of all ROIs in the B-mode image are 0.6437 dB/cm-MHz and 0.131 dB/cm-MHz, respectively (true attenuation coefficient = 0.64 dB/cm-MHz). We observed that the attenuation coefficients in the selected ROIs were estimated with high precision. Furthermore, the variance of the attenuation coefficient estimates across the B-mode image was small. Based on these observations, we concluded that the reference phantom algorithm can be used to estimate the attenuation throughout the entire field of view of a sample.

4. Preliminary in vivo results

Using an ROI length of 40\( \lambda \), a window size of 10\( \lambda \) and 30 echo lines per ROI, the reference phantom algorithm was used to obtain attenuation maps in 2 B-mode images of human cervixes. Figs. 7 and 8 show the B-mode image and the attenuation map respectively, for the cervix of a pregnant patient with 38 weeks gestation. Figs. 9 and 10 show the B-mode image and the attenuation map respectively, for the cervix of a pregnant patient with 13 weeks gestation. The ACEs of the cervix of the 38 week pregnant patient and the cervix of the 13 week pregnant patient are 0.582 ± 0.61 dB/cm-MHz and 1.14 ± 0.45 dB/cm-MHz, respectively. Based on these two attenuation maps, we observed that the attenuation coefficient at longer gestational ages (near delivery) is smaller than the attenuation coefficient at shorter gestational ages. At
this point, we are now ready to implement our algorithm on a larger number of patients in order to assess its ability to predict preterm delivery.

5. Conclusion and discussion

In this paper, the reference phantom algorithm was used for determining the attenuation of the cervix during pregnancy. This algorithm has several advantages over existing methods to determine the attenuation within a region of interest (ROI). First, in most algorithms, the attenuation coefficient is assumed to depend linearly on frequency, and the power spectrum of the transmit pulse is approximated by a Gaussian function [11,16,23]. As a result, there is an increase in the error of the estimates when the approximations are only marginally satisfied. Second, while some algorithms also use a phantom reference to deal with the effects of diffraction [5,23], others neglect diffraction entirely [13,24] or incorporate a correction term into the power spectrum which is difficult to obtain for clinical array sources [18]. The reference phantom algorithm does not assume that the power spectrum is approximated by a Gaussian function while still accounting for the influence of diffraction, scattering, and attenuation in the intervening tissues. In addition, the algorithm could be potentially extended to give the complete frequency-dependent attenuation rather than assuming linear dependence on frequency as is currently done for most algorithms. While this possibility needs further exploration in the future, it certainly extends the potential usefulness of our algorithm well beyond our original intent of measuring the attenuation coefficient of the cervix during pregnancy.

The implementation of the reference phantom algorithm to estimate the attenuation within a ROI requires the knowledge of three parameters; the size of the time gated window, the length of the ROI, and the number of echoes in the ROI. In this paper, we found the values of these parameters that give the least error in the attenuation coefficient estimates (ACEs). We performed data analysis on nine data sets acquired from two phantoms with known attenuation coefficients. It was observed that for a specific ROI size, the mean and STD of the errors in the ACEs stays nearly constant with respect to window size for window sizes greater than 5\textit{k}. It was also observed that for ROI lengths less than 35–40\textit{k}, the mean and STD of the errors in the ACEs decrease sharply with increasing ROI length; however they stay nearly constant for ROIs greater than 35–40\textit{k}. The decrease in the error with increasing ROI lengths is due to the increase in the number of windows per ROI which in turn results in a better estimate of the slope described in Eq. (6). Time gated windows that are larger than 5\textit{k} capture all spectral content of the backscattered signal, and that explains why the mean and STD of the errors in the ACEs did not change with respect to window size. Based on these observations, we concluded that ROI lengths greater than 35\textit{k} and window sizes greater than 5\textit{k} are optimal for attenuation estimation.

We then set the window size to 10\textit{k} and the ROI length to 40\textit{k} and examined how the number of echoes per ROI affect the mean and STD of the errors in the ACEs. We observed that the mean and STD of the errors in the ACEs decrease with increasing number of echoes per ROI up to approximately 30 echoes per ROI where they stay nearly constant. This was expected, because increasing the number of echoes provides better averaging of the noisy power spectra that result from the random nature of the inhomogeneities. The mean and STD of the errors in the ACEs are less than 12% and 8% respectively when the number of echoes is greater than 30. Based on these observations, we concluded that 30 echoes per ROI are optimal for attenuation estimation.

After finding the optimal parameters for the reference phantom algorithm, we obtained attenuation maps of the echoes from two

Fig. 7. B-mode image obtained from the cervix of a 38 week pregnant patient.

Fig. 8. Attenuation map for a B-mode image obtained from the cervix of a 38 week pregnant patient.

Fig. 9. B-mode image obtained from the cervix of a 13 week pregnant patient.

Fig. 10. Attenuation map for a B-mode image obtained from the cervix of a 13 week pregnant patient.
human pregnant cervices at different gestational ages. We observed that the mean of the attenuation coefficient estimates in the cervix of the patient at a more advanced gestational age is smaller than the mean of the attenuation coefficient estimates in the cervix of the patient at an earlier gestational age. This suggests that ultrasonic attenuation decreases with increasing gestational age. We also observed a large variance between the attenuation coefficient estimates in the different regions of the cervix. This is most likely due to the natural variation in tissue micro-structures across the cervix. For example, the endocervical canal is lined with cervical mucus which has a water content of more than 99%. These results imply that the reference phantom algorithm could potentially provide an important diagnostic tool for diagnosing the risk of premature delivery.
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