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Abstract—Considerable effort has been directed at quantifying the properties of the tissue microstructure (i.e., scatterer correlation length) to diagnose disease and monitor treatment. In vivo assessments have had limited success due to frequency-dependent attenuation along the propagation path (i.e., total attenuation) masking the frequency dependence of the scattering from the tissue microstructure. Previously, both total attenuation and scatterer correlation length, given by the effective radius, were solved simultaneously by a two-parameter minimization of the mean squared error between a reference spectrum, modified by the attenuation and scatterer effective radius, and the backscattered waveforms using an algorithm termed the spectral fit algorithm. Herein, the impact of frequency range (largest frequency minus smallest frequency) and $\Delta k_\text{a eff}$ (largest $k_\text{a eff}$ value minus smallest $k_\text{a eff}$ value; $k$ is wave number and $a_\text{eff}$ is scatterer effective radius) used by the spectral fit algorithm on estimating the scatterer effective radius, and total attenuation was assessed by computer simulations while excluding frequencies of the backscattered power spectrum dominated by electronic noise. The simulations varied the effective radius of the scatterers (5 $\mu$m to 150 $\mu$m), the attenuation of the region (0 to 1 dB/cm-MHz), the bandwidth of the source, and the amount of electronic noise added to the radio frequency (rf) waveforms. The center frequency of the source was maintained at 8 MHz. Comparable accuracy and precision of the scatterer effective radius were obtained for all the simulations whenever the same $\Delta k_\text{a eff}$ was used to obtain the estimates. A $\Delta k_\text{a eff}$ of 1 gave an accuracy and precision of $\sim 15\% \pm 35\%$, and a width of 1.5 gave an accuracy and precision of $\sim 5\% \pm 15\%$ consistently for all of the simulations. Similarly, the accuracy and precision of the total attenuation estimate were improved by increasing the frequency range used by the spectral fit algorithm.

I. INTRODUCTION

The use of medical ultrasound to quantify the tissue microstructure for the purpose of disease diagnosis and treatment assessment has been studied by different investigators for almost 30 years [1]–[6]. During that time, the quantification of the tissue microstructure has shown great potential. Lizzi et al. [7] were able to observe changes in the tissue microstructure that correlated with tissue necrosis in ultrasound therapy applications of tumors in the eye. Oelze et al. [6] showed that the tissue microstructure could distinguish between fibroadenomas and carcinomas. Likewise, Tateishi et al. [8] demonstrated that the tissue microstructure could be used to diagnose axillary lymph node metastases in breast cancer, and Feleppa et al. [9], [10] used tissue microstructure to identify cancer in the prostate. As well as these examples involving tumors, Insana et al. [11] used the properties of the tissue microstructure obtained from backscattered ultrasound signals to measure the structural properties of the kidney.

Despite the aforementioned successes, the quantification of the tissue microstructure using backscattered radio frequency (rf) waveforms has had only limited success in clinical applications due largely to the frequency-dependent attenuation along the propagation path masking the frequency dependence of the backscattered signals. The frequency dependence of the backscattered waveforms is needed to estimate the effective radius of the tissue microstructure, one of the most important diagnostic properties [4]. Unfortunately, the attenuation along the propagation path (i.e., total attenuation) is different for every patient and must be determined on a patient-specific basis if the full potential of quantitative ultrasound is to be realized.

In our previous work [12], a new algorithm was introduced that estimated both the effective radius of the tissue microstructure and the total attenuation simultaneously and was termed the spectral fit (SF) algorithm. The SF algorithm requires that the form factor for the scatterers and the frequency dependence of the total attenuation (i.e., often assumed linear) to be known. The total attenuation and scatterer effective radius then are determined by a single minimization routine that fits a curve to the backscattered power spectrum, assuming the scatterers satisfy the Born approximation. The fitting procedure is very similar to that described by Insana et al. [4] when the attenuation is known. However, two parameters (i.e., attenuation and scatterer effective radius) are estimated instead of only scatterer effective radius. Also, unlike the approach by He and Greenleaf [13] who used the entire backscattered rf echo to estimate the total attenuation for which tissue heterogeneities along the propagation path would introduce errors, only the echoes from the region of interest (ROI) were needed to obtain the estimates of scatterer effective radius and total attenuation. Hence, tissue heterogeneity along the propagation path does not affect the estimates. Initially, the SF algorithm was proposed and validated, assuming that the window length used to gate the rf echoes in the time domain is small compared to the depth of focus for the source (i.e., local plane wave approximation) and assuming that the attenuation in the focal region (i.e., local attenuation) does not significantly alter the spectrum over the length of the window [12]. It may be possible to implement the algorithm without these assumptions in the future.
Although accurate effective radius and attenuation estimates were obtained using the SF algorithm, the precision of the estimates needed to be improved. Hence, the results were limited to quantifying larger tissue structures rather than forming a quantitative ultrasound (QUS) image of the tissue. The formation of a robust QUS image could potentially allow for early detection and diagnosis of tumors or other diseased states in tissue as well as the detection and diagnosis of features within a tumor such as a necrotic core. Furthermore, the precision and accuracy of the SF algorithm were degraded as the attenuation along the propagation path and amount of additive noise were increased.

In order to improve the precision of the SF algorithm, many different signal processing strategies were developed and evaluated [14]. Unfortunately, the precision was not significantly improved by any of the signal processing strategies. However, while performing the analysis of the different signal processing strategies, it was noted that the precision of the size estimates from the SF algorithm was better for larger scatterer effective radii when the same frequencies were used to obtain the estimates. Therefore, the goal of the work reported herein is to investigate the impact the choice of $k a_{e f f}$ values has on the accuracy and precision of the SF algorithm. In particular, this paper focuses on the relationship between the accuracy and precision of the SF algorithm to the size of the frequency range (i.e., largest frequency minus smallest frequency) and $\Delta k a_{e f f}$ (i.e., largest $k a_{e f f}$ value minus smallest $k a_{e f f}$ value) used by the estimation routine. The relationship between frequency range (i.e., $\Delta k a_{e f f}$) and the precision of the scatterer effective radius estimate and related backscatter parameters has already been extensively investigated when the attenuation is assumed known [15]–[18] and, along with the window length, found to have a dominant role in setting the precision of the estimation scheme. Hence, investigating the importance of frequency range and $\Delta k a_{e f f}$ is a logical first step in quantifying the SF algorithm. The analysis is done using computer simulations of Gaussian scatterers (i.e., scatterers with Gaussian spatial autocorrelation functions), a type of form factor, but the SF algorithm could be implemented with scatterers with different form factors [19].

II. OVERVIEW OF SIMULATION ANALYSIS

A. Review of Spectral Fit Algorithm

Before beginning our analysis of the importance of the $\Delta k a_{e f f}$ and frequency ranges, the basics of the SF algorithm is briefly reviewed. The expected backscattered voltage squared returned from a tissue region that contains randomly positioned weak scatterers when using a weakly focused source is approximately proportional to [19] (see Table I for notation):

$$E [ |V_{\text{inc}}(f)|^2 ] \propto f^4 |V_{\text{inc}}(f)|^2 |H(f)|^4 e^{-4a_{\text{ref}} f z} F_{\gamma}(f, a_{\text{ref}}).$$

(1)

if we assume that the total attenuation has a linear dependence on frequency. Likewise, the backscattered voltage squared returned from a rigid plane placed at the focal plane (i.e., a calibrated reference) is proportional to [20]:

$$|V_{\text{plane}}(f)|^2 \propto |V_{\text{inc}}(f)|^2 |H(f)|^4.$$  

(2)

Hence, the expected backscattered voltage from the tissue region is proportional to the product of $f^4$, the reference power spectrum, a total attenuation term, and an effective radius term (i.e., form factor).

In the SF algorithm, an estimate for the expected backscattered voltage spectrum, denoted $P_{\text{scat}}$, is obtained by averaging the spectra of a set of independent backscattered rf waveforms in the normal frequency domain over a specified frequency range in which each waveform corresponds to a unique realization of a random distribution of scatterers. The selection of the frequency range used by the SF algorithm in this study will be discussed in the next section. After obtaining $P_{\text{scat}}$, the total attenuation along the propagation path $\alpha$ as well as the scatterer effective radius $a_{\text{eff}}$ are determined by finding the values of $\alpha_0$ and $a_{\text{eff}}$ that minimize the average squared difference (ASD) given by:

$$\text{ASD} = \text{mean}_f \left[ (X(f, a_{\text{eff}}, \alpha_0) - \bar{X}(a_{\text{eff}}, \alpha_0))^2 \right],$$

(3)

where:

$$X(f, a_{\text{eff}}, \alpha_0) = \ln \left( \frac{P_{\text{scat}}(f)}{\max_f P_{\text{scat}}(f)} \right)$$

$$- \ln \left( \frac{P_{\text{ref}}(f) F_{\gamma}(f, a_{\text{eff}}) e^{-4a_{\text{ref}} f z}}{\max_f P_{\text{ref}}(f) F_{\gamma}(f, a_{\text{eff}}) e^{-4a_{\text{ref}} f z}} \right),$$

(4)

and $P_{\text{ref}}$ is given by:

$$P_{\text{ref}}(f) = k_0^4 |V_{\text{plane}}(f)|^2.$$  

(5)

For a Gaussian scatterer, the ASD surface described by (3) has only one minimum so a simple minimization routine in MATLAB (The MathWorks Inc., Natick, MA) was used [14]. Subtracting by the modified $P_{\text{ref}}$ term in $X$ removes the system dependence of the backscattered power spectra. Also, subtracting by $\bar{X}$ removes the effects of any multiplicative constants, allowing estimation of scatterer effective radius and total attenuation independent of the acoustic concentration.

B. Simulation Parameters

In order to evaluate the impact the $k a_{\text{eff}}$ values have on the SF algorithm, many different sets of simulations were performed. In the simulations, a weakly focused $f/4$ transducer with a focal length of 5 cm was used to ensonify...
an infinite half-space with scatterers placed at a density of 35/mm². The scatterers had Gaussian autocorrelation functions (i.e., $F_\gamma (f, a_{eff}) = \exp \left(-0.827 \left(ka_{eff}\right)^2\right)$). The source was excited by an impulse function (i.e., $V_{inc}(f) = 1$), and the filtering characteristics for the source (i.e., $H(f)$) were given by:

$$H(f) = \frac{|f| \cdot \exp \left(-\left(\frac{f-f_0}{\sigma_R}\right)^2\right)}{\max_j \left(f \cdot \exp \left(-\left(\frac{f-f_0}{\sigma_R}\right)^2\right)\right)}, \quad (6)$$

where $f_R$ was 8 MHz for all of the simulations and $\sigma_R$ was varied to change the bandwidth of the source. A sampling frequency of 53 MHz was used when “digitizing” each of the waveforms so that the waveforms were sufficiently oversampled to facilitate electronic noise compensation. Electronic noise reduces the usable frequency range and broadens the backscattered spectrum. The broadening of the spectrum by the noise was compensated as is discussed in [19].

When estimating scattering parameters from the backscattered power spectrum, signal values dominated by electronic system noise must be excluded from the estimation scheme. Typically, this involves excluding the fre-
frequency components dominated by electronic noise, and only using a frequency range for which the values of the power spectrum correspond to tissue scattering. In the SF algorithm, the frequency range used to obtain the estimates was given by the range of frequencies corresponding to signal levels greater than the system noise floor (see (7) above). The $-20$ dB sets a limit on the frequency range in the absence of any electronic noise, and $f_N$ refers to the largest positive frequency after taking the discrete Fourier transform of the sampled waveforms. Also, the signals were sufficiently oversampled so that at least the last 200 frequency samples would correspond to tissue scattering. In the SF algorithm, the frequency range used to obtain the estimate was selected by (7) and the band-width of the backscattered power spectrum in addition to the amount of electronic noise in the system.

For each of the simulated cases considered in this investigation, 1000 independent scatterer distributions were generated, and a waveform was calculated for each distribution as was done by Bigelow and O’Brien [20]. The resulting 1000 independent waveforms were combined into 40 sets with 25 waveforms per set yielding 40 estimates for each simulated case. The waveforms were windowed with a hamming window whose length varied from 1 to 8 mm and averaged in the normal spectral domain. The averaged spectrum then was compensated for windowing [19] and used in the SF algorithm to obtain an estimate for $\alpha$ and $a_{\text{eff}}$. The windowing compensation involves approximating the backscattered power spectrum and the Fourier transform of the windowing function as Gaussian functions. Then, the effect of windowing can be removed by multiplying the measured backscattered power spectrum by an appropriate Gaussian transformation.

III. SIMULATION RESULTS

A. Source Bandwidths

The first simulations performed to assess the impact of using different $\Delta k a_{\text{eff}}$ and frequency ranges involved varying the bandwidth of the source and the effective radii of the Gaussian scatterers directly while maintaining the same value of half-space attenuation. The attenuation selected for the half-space was 0 dB/cm-MHz. However, the SF algorithm still solved for the attenuation as if it were unknown. Larger values of attenuation are considered in the next section. The bandwidth of the source was varied by changing the bandwidth of the Rayleigh function in (6) (i.e., $\sigma_R$) as 2, 4, and 6 MHz. The usable frequency range selected by (7) decreased as the bandwidth of the source decreased. For each source bandwidth, simulations were performed with scatterer effective radii varying from 5 to 65 $\mu$m in steps of 10 $\mu$m and from 65 to 105 $\mu$m in steps of 20 $\mu$m. Every scatterer had the same effective radius within each simulation.

The results at each bandwidth for a hamming window length of 3 mm for all of the scatterer effective radii are shown in Fig. 1. The results at a window length of 3 mm are representative of the other window lengths that are not shown which exhibited improved accuracy and precision with increasing window length. The average error was found by comparing the average value of all 40 estimates to the true value of scatterer effective radius and total attenuation. Likewise, the deviation was found by adding the standard deviations for estimates above and below the average value (i.e., $\sigma_{\text{lower}} + \sigma_{\text{upper}}$ and $\sigma_{\text{lower}} + \sigma_{\text{upper}}$).

$$\sigma_{\text{upper}} = \frac{100}{a_{\text{eff}} \text{ Theory}} \sum_{a_{\text{eff}, j} > \bar{a}_{\text{eff}}} \frac{(a_{\text{eff}, j} - \bar{a}_{\text{eff}})^2}{j}$$

$$\sigma_{\text{lower}} = \frac{100}{a_{\text{eff}} \text{ Theory}} \sum_{a_{\text{eff}, j} < \bar{a}_{\text{eff}}} \frac{(a_{\text{eff}, j} - \bar{a}_{\text{eff}})^2}{j}.$$  

$$N_{\text{Floor}} = \max \left( \left[ \frac{-20 \ \text{mean} \left( 10 \log \left( \frac{P_{\text{scat}} (f_N - 200 : f_N) \max \{ \{P_{\text{scat}} (f) \} \text{Gaussian fit} \} \right) }{\forall f} + 6 \right) \right] \right).$$  

(7)

Fig. 1. Simulation results for different source bandwidths for (a) the percent error in the average scatterer size, (b) the percent deviation in the scatterer size, (c) the error in the average total attenuation, and (d) the deviation in the total attenuation as a function of scatterer size radii.
for the deviation in $a_{\text{eff}}$ and:

$$\sigma_{\alpha_{\text{upper}}} = \sqrt{\frac{\sum_{\forall(a_o, z_T) > (a_o, z_T)} (\alpha_{o, z_T})_j - (\alpha_{o, z_T})_j}{\sum_{\forall(a_o, z_T) > (a_o, z_T)}}^2}$$

$$\sigma_{\alpha_{\text{lower}}} = \sqrt{\frac{\sum_{\forall(a_o, z_T) < (a_o, z_T)} (\alpha_{o, z_T})_j - (\alpha_{o, z_T})_j}{\sum_{\forall(a_o, z_T) < (a_o, z_T)}}^2}$$

for the deviation in total attenuation [12]. These deviations above and below the mean were selected over the standard deviation for the analysis because the deviations above the mean were typically different from the deviations below the mean, especially for smaller, scatterer effective radii because the bandwidth of the backscattered power spectrum reduces slightly with increasing $a_{\text{eff}}$. Bigelow and O'Brien et al. [12] showed that increases in scatterer effective radius slightly degrade the usable frequency range obtained from (7) because the bandwidth of the backscattered power spectrum is reduced. Hence, the precision of the total attenuation estimate might depend on the frequency range used in (7) because the bandwidth of the backscattered power spectrum is reduced. However, the precision [Fig. 1(d)] of the total attenuation estimates degrades slightly with increasing $a_{\text{eff}}$. Bigelow et al. [12] showed that increases in scatterer effective radius slightly reduce the usable frequency range obtained from (7) because the bandwidth of the backscattered power spectrum is reduced. Hence, the precision of the total attenuation estimate might depend on the frequency range used in the minimization routine and not depend on the scatterer effective radius directly.

In order to validate the dependence of the effective radius estimate on the range of $ka_{\text{eff}}$ values and the dependence of the attenuation estimate on the range of frequencies, the results shown in Fig. 1 were replotted in Fig. 2 versus $\Delta ka_{\text{eff}}$ and frequency range for the effective radius and attenuation estimates, respectively. The accuracy [Fig. 2(a)] and precision [Fig. 2(b)] of the effective radius estimates exhibit a strong and consistent dependence on $\Delta ka_{\text{eff}}$ as is indicated by the overlapping curves. Hence, the scatterer effective radius estimate depends on $\Delta ka_{\text{eff}}$ and not just on the frequency range used to obtain the estimate. Likewise, precision [Fig. 2(d)] of the attenuation estimates exhibits a strong dependence on the frequency range used in (3). The dependence of the attenuation estimate on frequency range is not as consistent as the dependence of the effective radius estimate on $\Delta ka_{\text{eff}}$, hence the attenuation estimate may be more strongly affected by other parameters of the estimation routine. Also, although accuracy of the attenuation estimate improves when using the $\sigma_R$ of 6 MHz and $\sigma_R$ of 4 MHz sources as compared to the $\sigma_R$ of 2 MHz source [Fig. 2(c)], attributing the improvement to the increase in frequency range is not conclusive.

### B. Total Attenuation

After showing that the accuracy and precision of the estimates were dependent on $\Delta ka_{\text{eff}}$ and the frequency range used when varying the bandwidth of the source, the attenuation of the half-space was varied to determine if associated changes in the $\Delta ka_{\text{eff}}$ and the frequency range also could explain the previously observed loss in precision with increasing attenuation [12]. The frequency range obtained from (7) would be decreased at larger half-space attenuation by the corresponding down shift of the spectrum. Hence, simulations were performed for half-space attenuation of 0.3, 0.5, and 1 dB/cm-MHz. For each value of half-space attenuation, the bandwidth of the source was held constant and set by using a $\sigma_R$ value of 6 MHz in (6). For the 0.3 dB/cm-MHz half-space attenuation, the simulation was repeated for scatterer effective radii ranging from 5 to 75 $\mu$m in steps of 10 $\mu$m. Likewise, for the 0.5 and 1 dB/cm-MHz half-space attenuations, the scatterer effective radii ranged from 5 $\mu$m to 85 $\mu$m (steps of 10 $\mu$m) and 5 $\mu$m to 150 $\mu$m (steps of 10 to 20 $\mu$m), respectively. Simulations also were performed for a scatterer effective radius of 25 $\mu$m while varying the half-space attenuation from 0 to 1 dB/cm-MHz, similar to those previously per-
Fig. 3. Simulation results for different half-space attenuations for (a) the percent error in the average scatterer size, (b) the percent deviation in the scatterer size, (c) the error in the average total attenuation, and (d) the deviation in the total attenuation as functions of $\Delta k_{a_{eff}}$ and frequency range.

formed [12]. Every scatterer had the same effective radius, and the attenuation of the half-space was homogeneous for any given simulation.

The results for the different scatterer effective radii and attenuations for a hamming window length of 3 mm are shown in Fig. 3. In addition to the four half-space attenuation cases just described, also included in the plot is the half-space attenuation of 0 dB/cm-MHz at a $\sigma_R$ value of 6 MHz from Fig. 2. Once again, the accuracy [Fig. 3(a)] and precision [Fig. 3(b)] of the effective radius estimates exhibit a strong and consistent dependence on $\Delta k_{a_{eff}}$ as is indicated by the overlapping curves. Likewise, the precision [Fig. 3(d)] of the total attenuation estimate seems to exhibit dependence on the frequency range used in (3). The dependence of the accuracy of the total attenuation estimate on the frequency range shown in Fig. 3(c) is once again not conclusive. Therefore, the degradation in the precision of the estimator observed by Bigelow et al. [19] for larger attenuations was due entirely to a smaller $\Delta k_{a_{eff}}$ and a smaller frequency range. Hence, the amount of attenuation of the half-space, taken independently, relative to the attenuation of the medium used to acquire the reference spectrum (i.e., 0 dB/cm-MHz for water surrounding rigid plate) does not affect the performance of the SF algorithm.

To further demonstrate the lack of dependence of the algorithm on the attenuation of the half-space relative to the reference medium, a new reference waveform was acquired. This time, the attenuation of the medium between the source and reference plate placed at the focal plane was changed from 0 dB/cm-MHz (water) to 0.3 dB/cm-MHz. The new reference waveform then was used in the SF algorithm to estimate scatterer effective radius and total attenuation for a half-space with an attenuation of 0.3 dB/cm-MHz containing Gaussian scatterers with radii of 25 $\mu$m. The results for both the lossless (water) and lossy reference waveforms for this case are shown in Fig. 4. The results for the two different reference waveforms are identical, confirming that attenuation of the half-space relative to the reference does not matter provided that the same frequency range is used to obtain the estimates. This is in agreement with the work done by Huisman and Thijssen [17], who demonstrated that precision of their attenuation estimate was independent of the absolute attenuation and backscatter value.

**C. Signal-to-Noise Ratio**

In Bigelow et al. [19], the performance of the SF algorithm also was degraded by adding white “electronic” noise to the simulated waveforms. Hence, after completing the investigation on the impact of attenuation, the impact of adding white, Gaussian distributed noise to the acquired waveforms was investigated in greater detail in the present study. The waveforms selected for the investigation were for a half-space attenuation of 0 dB/cm-MHz, an $\sigma_R$ of 6 MHz, and a scatterer effective radius of 105 $\mu$m. The amount of noise added to the waveforms was set by specifying the noise power relative to the signal backscattered from the reference plate placed at the focal plane in a water bath. The noise power was varied in a series of simulations so that the mean value of the signal-to-noise ratio (SNR), calculated according to Bigelow et al. [12]:

$$\text{SNR} = \frac{1}{25} \sum_{j=1}^{25} \left( 10 \cdot \log \left( \frac{\int (g_{win}(t)v_{ref}(t))^2 dt}{\int (g_{win}(t)v_{noise}(t))^2 dt} \right) \right),$$

(10)
for each of the 40 data sets (i.e., 1000 waveforms taken in sets of 25) varied from 36 to 3 dB. Because added electronic noise would increase $N_{	ext{floor}}$, the usable frequency range selected by (7) was reduced by the addition of the noise.

The results for all of the different noise levels at a hammering window length of 3 mm are shown in Fig. 5. Also, the results without noise for $\sigma_R$ values of 2 MHz, 4 MHz, and 6 MHz at an attenuation of 0 dB/cm-MHz from Fig. 2 and the results for an attenuation of 1 dB/cm-MHz from Fig. 3 are replotted in Fig. 5 for comparison. Once again, the accuracy and precision of the scatterer effective radius estimate for the noisy signals have the same dependence on $\Delta k_{aeff}$ that was observed in the earlier simulations [Figs. 5(a) and (b)]. Hence, the accuracy and precision of the scatterer effective radius estimate are a function of $\Delta k_{aeff}$ and not a function of SNR directly. The SNR only indirectly affects the accuracy/precision by reducing the usable frequency range (i.e., $\Delta k_{aeff}$) obtained from (7).

Also, the precision of the total attenuation estimate appears to have the same dependence on the frequency range that was observed in the earlier simulations shown in Fig. 2 that varied the value of $\sigma_R$ [Fig. 5(d)]. However, the precision of the attenuation estimate for the half-space attenuation of 1 dB/cm-MHz at smaller frequency ranges (i.e., less than 6 MHz) appears to be better than that expected by the other simulations. This difference was not noticed previously because of the gap in data for the frequency range from 4 to 6 MHz. From this we can conclude that, although the precision of the attenuation estimate is improved with increasing frequency range, the exact amount of improvement may be difficult to predict from the frequency range alone.

In the previous sections, the dependence of the accuracy of the attenuation estimate on frequency range was not conclusive. However, varying the SNR to change the frequency range [Fig. 5(c)] exhibits a clear improvement in the estimate with increasing frequency range. Also, the SNR results appear to bridge the gap between the results for the $\sigma_R$ of 6 MHz and $\sigma_R$ of 2 MHz sources, and the results for the half-space attenuation of 1 dB/cm-MHz give consistently more accurate estimates. Hence, the accuracy of the attenuation estimate, although dependent on the frequency range, also must have a strong dependence on other properties of the backscattered power spectrum.

IV. Discussion

In this paper, the impact of $\Delta k_{aeff}$ and the frequency range on the accuracy and precision of the SF algorithm were investigated. The accuracy and precision of the attenuation estimate were improved by increasing the frequency range, and the accuracy and precision of the scatterer effective radius estimate were consistently improved by increasing $\Delta k_{aeff}$. The improvement explained the dependence of precision on half-space attenuation and electronic noise that was observed in Bigelow et al. [19]. Also, the effective radius and attenuation estimates were shown to be independent of the exact value of the total attenuation as also was demonstrated by Huisman and Thijsen [17]. Based on these results, the only definitive way to improve the robustness of the estimates of scatterer effective radius and total attenuation simultaneously is to use large frequency range and $\Delta k_{aeff}$.

The importance of $\Delta k_{aeff}$ on the precision of the estimate of the effective radius may not be unique to the SF algorithm. Chaturvedi and Insana [18] performed a study in which they looked at the impact of frequency range on estimation precision when the attenuation was known for two different scatterer effective radii (100 $\mu$m and 150 $\mu$m). A comparison of precision results at the two radii reveals that the percent deviation is approximately the same for both radii for the same value of $\Delta k_{aeff}$. Hence, the $\Delta k_{aeff}$ value also may set the precision of the traditional algorithm [4]. However, Chaturvedi and Insana’s results [18] cannot be quantitatively compared to the results for the SF algorithm presented in this paper because the SF algorithm estimates both scatterer effective radius and total attenuation, and the traditional algorithm only estimates effective radius.

Before larger $\Delta k_{aeff}$ and frequency ranges can be used, several challenges remain to be addressed. First, in this paper, the attenuation always was assumed to have a strict linear dependence on frequency (i.e., $\alpha_{a,f}$), although the scatterer size estimates would still be valid when the attenuation had a general linear dependence (i.e., $\alpha_f + \alpha_b$). However, in real tissue, the attenuation has a power law dependence of the form $\alpha_{a,f}n$ [21]. Hence, a linear dependence $(\alpha_{a,f} + \alpha_b)$ is only valid over a limited frequency range. For larger frequency ranges, the linear approximation may need to be replaced with the complete power law dependence in the implementation of the SF algorithm in
which the best value of $n$ for a class of QUS images would need to be experimentally determined.

Another challenge associated with larger frequency ranges is the presence of scatterers with different effective radii in the same tissue region. The current investigation only considered the estimation when a single effective radius was present. This was done because normally a single-effective radius in the tissue will be dominant over a certain range of frequencies. However, if the frequency range is increased, the effective radius estimate may be influenced by scattering structures on different size scales. It may be possible to construct form factors to deal with multiple effective radii in the same tissue region, allowing for the successful implementation of the SF algorithm. Also, after obtaining an accurate estimate for the total attenuation, the traditional algorithm could be implemented over a smaller portion of the frequency range to obtain estimates at the different size scales.
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