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ABSTRACT

Measurements of atmospheric sodium were made using the
sodium 1lidar system at the University of Illinois. These
measurements were analyzed, using signal processing techniques,
to determine gravity wave effects seen in the data, to estimate
the parameters of gravity waves, and to determine the variation
in spectral energy with time of the gravity waves using the Wig-
ner distribution. The seasonal and nocturnal variations of the
sodium layer over Urbana, Illinois were measured by calculating
the variations in the height, width, and column abundance of the
sodium layer during this study. In addition, the seasonal varia-
tion of the gravity wave parameters was also observed.

The model of one gravity wave propagating in the sodium
layer was extended to include the effects of two gravity waves in
the sodium layer and also a gravity-wave/critical-layer interac-
tion in the region of the sodium layer. The two gravity wave
model was shown to agree closely with the data. The gravity-
wave/critical-layer model predicted standing waves in the sodium

layer which have been reported by other lidar studies.
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[1981]), Sao Paulo, Brazil (23°s, 46°W, Kirchhoff and Clemesha
[19273]) and Urbana, Illinois, USA (40.2°N, 88.2°W, Richter et al.
[1981]). These studies have observed and modeled the chemistry
and dynamics of the sodium 1layer, including the seasonal
variations, nighttime variations, daytime variations, and day-
night transition of the sodium layer. The sodium layer has also
been studied and modeled by many researchers to try to isolate
the source of the sodium atoms (Allen [1970], Hunten and Wallace
[1967],Donahue and Meier ([1967], Narcisi [1968], Megie et al.
[1977]), to study the removal of the sodium atoms from the layer
(Hunten [1967], Richter and Sechrist [1979a], Hunten [1981],
Kirchhoff [1983], Sze et al. [1982]) and to explain how these
processes affect the chemistry of the mesosphere.

The effects of dynamic processes on the sodium layer have
also been modeled (Chiu and Ching [1978], Shelton and Gardner
[1981]). These models show that atmospheric gravity-wave effects
are important in the analysis of the short-term variations of the
sodium layer. The sodium layer, since it is affected by the
gravity-wave perturbations, can be used as a tracer of wave ac-
tivity in the mesospheric region (Megie and Blamont [1977]).
This remote sensing technique can be used effectively to measure
mesospheric waves, which would otherwise be difficult to measure.
In situ experiments (except for rocket-based experiments, which
last only a short time) are difficult due to the high altitude of
the mesosphere, and satellite measurements are difficult due to

the low altitude of the mesosphere. Thus, lidar and other remote



sensing techniques such as meteor radar, are the only viable
techniques to measure gravity-wave activity in the middle atmos-
phere region (Fritts et al. [1984]). The lidar technique is used

to collect all the data in this study.

1.2 Overview of This Study

This study encompasses refinements and improvements on the
University of Illinois lidar system, gathering lidar data,
processing the data, analyzing the data, and modeling the sodium
layer dynamics. Chapter 2 reviews the background theory needed
for tﬂis study. This includes a survey of past 1lidar
observations, models of the sodium layer, observation of gravity
waves in the mesosphere (both from lidar and other remote sensing
techniques), and a review of sodium~layer/gravity-wave models.

Chapter 3 describes the lidar system, including the laser
system, computer system, and receiver system, as well as the en-
hancements made to the system to increase the resolution and im-
prove the signal-to-noise ratio (SNR) of the data.

Chapter 4 describes the processing algorithms developed to
analyze the data and to calculate layer parameters, such as
width, height, and column abundance. The algorithms use signal-
processing techniques to determine gravity-wave parameters and to
determine the variability of the gravity waves that are observed.
The processing steps used to analyze the data are also described.

Chapter 5 reviews gravity-wave theory and the one gravity-

wave model of Chiu and Ching [1978] and Gardner and Shelton



[1985] and uses those models to calculate the layer sensitivity
to gravity-wave wavelength. Two models are derived to consider
more realistic atmospheric conditions, including a two-gravity-
wave model and a wind-shear/gravity-wave model. These models are
used to better understand the effects of gravity waves on the
sodium layer and also can be used to determine the effects on any
neutral atmospheric layer. In addition, a technique to derive
gravity-wave wind velocity fields from lidar data is presented.
These models assume that the gravity waves have discrete
frequencies and wavelengths in order to model the atmosphere, in
reality, the atmosphere is composed of a complex spectrum of
gravity waves which have temporal variations.

Chapter 6 discusses the results of the data collected in the
experiments, including seasonal and nocturnal variations of the
width, height, and column abundance of the sodium layer. These
results are then compared with the results of other studies. The
analysis of gravity waves in the data are discussed including the
estimation of the gravity wave parameters, and the variability of
gravity waves in the data. The airborne lidar experiment per-
formed with the University of Illinois lidar system is also
discussed.

Finally, Chapter 7 presents the conclusions of this study

and suggests possibilities for future research.



2.0 BACKGROUND THEORY

Laser radar (lidar) systems use a laser as a source of
energy to remotely detect the state of the atmosphere or
hydrosphere. Lidar systems typically are composed of a laser
transmitter and optical receiver, usually a telescope. The
operating characteristics of the system, such as wavelength of
the laser, power of the laser, temporal and spatial resolution,
etc., depend on the type of experiment being performed. A short
review of lidar principles (specifically, sodium lidar) will be
presented here; a good reference for general lidar principles is
Measure [1984]. Following the review of lidar principles, Chap-
ter 2 surveys the results of past sodium lidar research. This
research includes investigations (using both observations and
theoretical modeling) into the origins of the sodium layer, the
seasonal and short-term variations of the layer, and gravity-wave
observations. Chapter 2 also reviews gravity-wave observations
made by other remote sensing techniques. These results are com-
pared (in Chapter 6) with the gravity-wave observations made in
this study. Finally, the gravity-wave/sodium~layer model of
Gardner and Shelton [1985] is described. This model is expanded

in Chapter 4 to include more realistic atmospheric conditions.



2.1 Lidar Fundamentals

The University of Illinois lidar system is a sodium lidar
system which measures the density of neutral sodium atoms found
in the mesosphere (80 km to 100 km above sea level). The systen,
which is fully described in Chapter 3, operates by tuning the dye
laser to the D2 absorption line of sodium. The laser is fired
vertically, and backscattered photons are collected by a receiver
telescope. The returns are range-gated like conventional radar
systems, with a vertical resolution of 150 meters per range bin.
From these returns it is possible to calculate the density of

sodium in these range bins.

2.1.1 The Lidar Equation, Including the Effects of Resonant

Extinction in the Sodium Layer

The fundamental equation in 1lidar systems relates the
returned photon signal counts to the density of the target at
range 2. This equation for a pulsed lidar system operating in
the monostatic mode, where the backscatter is due to fluorescence
(as in the sodium lidar system), was first derived by Measure
[1977]. Simonich and Clemesha [1983] refined the lidar equation
to include the resonant extinction effects of the laser pulse as
it travels through the sodium layer. The lidar equation is
derived assuming the alignment of the laser and telescope in a
typical experiment is similar to the alignment shown in Figure
2.1. 0y, the solid angle of the receiver, is determined by the

field-stop iris at the focus of the telescope and the diffraction
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limit of the Fresnel objective lens. The value of . for the
University of Illinois lidar system is approximately 3 mrad. €4,
the laser divergence angle, is approximately 1 mrad, thus . > Qt
which means that the entire scattering volume is illuminated by
the laser pulse. With the University of Illinois lidar systen,

the lidar equation can be written

2
N T .
N AR n n(ZJ) Oufs Az C.

Nr(z.) = J 2.1
J 4nz%
J
where
Nr(zj) = the total number of photons collected in the jth
range bin,
Ny = the total number of photons emitted by the laser,
Ap = the receiver aperture,
T = the nonresonant atmospheric transmission,
n = the receiver efficiency,
n(zj) = the density of sodium in the jth range bin,
Jdgff = the effective scattering cross section for sodium
atoms,
Az = the width of the range bin,
Cj = the correction term for the resonant extinction
which is written
o 2 roa ' 3
G oe1-2. j'o LoA) ol (}) ax s Jo Lg) o (0 @
b ] e I e
fo L) o (1) @ [ Lo o () dr
ay = [ alz)/2 +]L5 n ()] 62

Ly, (M) = the number of photons transmitted per unit
wavelength interval
N (2y)= the density corrected for resonant extinction
Cj is related to the 1line shape of the laser (the number of
photons transmitted per unit wavelength), the resonant absorption

cross section of the sodium layer, and the column abundance of



the layer up to altitude zq. The full description for Cj can be
found in Simonich et al. [1983]. Equation 2.1 assumes negligible
saturation effects; that is, the laser pulse will not cause a
population inversion in the sodium atoms found in the sodium
layer.

In practice, many parameters of the lidar equation are not
known or not accurately known. A technique to normalize system=-
dependent parameters by using photon returns from low-altitude
Rayleigh backscatter (about 30 to 40 km) has been implemented.
The Rayleigh returns from low altitudes are independent of the
wavelength of the laser light and can be written

Nt AR Tg n Az cR(w) n
(z ) = Ray

NRay r 2 2.2
4 I

where
Tr = the atmospheric transmission to altitude 2y,
og(m) = the Rayleigh backscatter cross section,
’NRay = the number of photocounts,
NRay =~ the average density of the atmosphere in range

bin Zp.

Taking the ratio of the sodium density returns to Rayleigh den-

sity returns results in

2 2
zj Nr TR cR(n) nRay
% Ray Oeff Cj

n(z.) =
J

Furthermore, it can be shown that, in the region of the atmos-

phere from 30 to 90 knm, Tg = T, that is, the transmission of
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laser light tuned to the D2 absorption wavelength is subject to
only a small amount of absorption as it propagates from 30 to 90
km. This assumption'leads to less than a 1% error in the cal-
culation of sodium density. The effective scattering cross sec-
tion of the sodium layer is related to the line width of the
laser (for the University of Illinois system the line width is
about 9 pm and the oy¢e is 1.84 X 1016 m2). The Rayleigh back-
scatter cross section can be calculated assuming the laser light
is only weakly polarized and by using standard parameters for the
atmosphere from CIRA [1972]. The calculations result in a value
for og=4.71 X 10731 n2,

The density of the atmosphere at the Rayleigh altitude can
also be found in CIRA [1972] and at 40 km is equal to 8.0 X 1022
m3. For these experiments, it was necessary to use an exponen-
tial fit of the data to calculate the photocounts due to Rayleigh
backscatter in an altitude range of 35 to 40 km in order to ac-
curately determine the density of the atmosphere. The altitude
range 35 to 40 km was chosen to eliminate the effects due to the
low-altitude blanking of the photomultiplier up to an altitude of
30 km.

Thus, for the lidar system used in these experiments, the
density profiles of sodium, which vary with altitude, can be
written in terms of received signal photocounts, Rayleigh
photocounts and laser parameters as

z

2

n(z.) = -
] 22

r

Nr UR(“) nRay

NRay Oeff Cj
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N

2.1.2 The Convolutiohal Form of the Lidar Equation

Another way to view the lidar data is to note that the
photon counting rate at the receiver can be written (including
background noise counts from ambient light and dark counts from

the photomultiplier tube) as

do

2

~~

3

N

1}
E
o 8

r° " g dr L{e=t) plr=0) ¥(0) + x5  t=22/c
? 2.5
n(z) o _ (v) -2] a(s) ds
v(z) = eff e 0
2
Z
where
b4 = the background noise counts,
a?z) = the atmospheric extinction coefficient,
c = the speed of light,
¥(2) = the scattering profile,
h = Plank's constant,
A = the optical frequency of the laser light,
n = the overall system efficiency,
1(t) = exp(-t/T )/Ty, Ty 1is the radiative lifetime of

the scatterer.

If o(2) is negligible for altitudes greater then 30 km, and
if the laser pulse and radiative lifetime of the scatter are
short compared to the scattering profile, then Equation 2.5 can
be simplified, and an expression similar to Equation 2.3 can be
derived. More importantly (especially for signal processing
considerations) Equation 2.4 can be written (if 1(t) and uy(t) are

assumed zero for t<0) as a convolution of three terms:
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n
n(z) = AR L{t)*p(t)*y(t) 2.6
hv

Note that theré is some confusion in notation, since the pulse
shape and radiative lifetime of sodium are both a function of
time, and the photocount profile is a function of altitude. This
can be resolved by observing that the laser pulse travels at the
speed of light and that each altitude range bin refers to a
specific time interval. This is shown in Figure 2.2 and is
referred to as the space~time path of the laser pulse.

Equation 2.6 shows the effects of the laser pulse shape and
radiative lifetime on the returned photocounts. The effect can
be considered to be a low-pass filter on the data. Rowlett and
Gardner [1979] investigated methods to deconvolve these effects
out of the lidar data using Twomey estimators. Unfortunately,
Rowlett found that the order of the filter used as the Twomey es-
timator has to be determined and that a large filter order is
needed to ensure an unbiased estimate. Rowlett also found that
classical low-pass filtering techniques could reduce the noise
effects in the data. He also performed spectral analysis using
periodograms to estimate the power spectrum.

ﬁquation 2.4 indicates that the collected data can be
modeled as signal returns with additive shot noise due to back-
ground illumination and dark counts produced by the photomul-

tiplier tube (PMT). Typically, when processing data, the shot
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noise level is found by averaging returns from the 60 to 70 km
altitude range or altitude ranges above 110 km, since in these
regions, the lidar system cannot detect Rayleigh scatter and
sodium is not usually found. The returns are therefore an ac-

curate measure of the system background noise level.

2.2 Past Sodium lLayer Observations

The study of the sodium layer began with Slipher's [1929]
discovery of radiation emissions at a wavelength of 589 nm in the
nightglow spectrum. Since that time, many investigators have
studied the origins and the behavior of the atomic sodium layer
using a variety of atmospheric remote sensing techniques includ-
ing lidar, sodium nightglow and sodium dayglow. Prior to 1970,
the sodium layer was measured primarily by measuring the total
flux of resonantly scattered sunlight. This measured only the to-
tal column abundance of sodium. Hunten and Wallace [1967] and
Donahue and Meier [1967] used rocket experiments to measure the
sodium density as a function of altitude and found the sodium was
confined to a small region of the mesophere. Sodium lidar
system, first introduced by Bowman [1969], are able to monitor
the sodium layer over long periods of the day or night and
produce data with the altitude reéolution comparable to the
resolution of rocket experiments. Appendix A reviews past work
done by atmospheric sodium groups in the areas of seasonal varia-
tion of the sodium layer, short-term variations of the sodium

layer, and gravity-wave activity in the sodium layer.
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2.2.1 Origins of the Atomic Sodium Layer

The source of the sodium atoms in the 80 to 100 knm range
has been a controversial topic among researchers, whose theories
suggested either a terrestrial or an extraterrestrial origin for
sodium atoms. Allen [1970] suggested that the source of sodium
was the salt in evaporating sea spray. Donahue and Meier [1967]
and Hunten and Wallace [1967] independently suggested that sodium
may be released from a layer of aerosol or dust particles.
General agreement now is that the sodium layer is formed from
sodium produced (at least partially) by the ablation of meteors
as they enter the atmosphere (Junge et al., 1962). Gadsden
(1968,1970] outlined this theory in a series of papers. The cor-
relation_of the enhancement of sodium (and other metallic ions)
during meteor showers [Narcisi, 1968; Zbinden et ai., 1975; Megie
and Blamont, 1977] demonstrates that meteor influx has an impor-
tant role as the source of atmospheric sodium. Megie‘et al.
[1978] showed that the ratio of atmospheric sodium to atmospheric
potassium varies seascnally by a factor of 4 to 5. They con-
cluded that sodium is produced from a dual source of meteor abla-
tion and vertical transport. Meteor ablation is assumed constant
over the year, except during meteor showers. The vertical
transport of sodium occurs only in winter at high latitudes when
the circulation pattern of the polar stratosphere breaks down.
As confirming evidence of their theory, they noted the small

seasonal variation of sodium at low latitudes. Jegou et al.
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(1984] in their more general model of the alkali metals in the
atmosphere concluded that meteor showers have a small seasonal
effect, but are the primary source of sodium in the layer.

The removal of sodium atoms from the layer has also been
studied, and various chemical sink mechanisms have been suggested
for the removal of sodium atoms from the sodium layer. Hunten
[1967] suggested that the chemistry of the layer could be ap-

proximated at least to the first order by the reactions:
NaO + 0 => Na + O, 2.7
Na + 05 => Nao + 05. 2.8

Megie and Blamont [1977] proposed to include NaO, and NaH in
their modeling reactions. Richter and Sechrist [1979a] proposed
a2 model that added clustering of sodium ions to CO, and N,
molecules as an intermediate stage in the hydration of sodium
ions. Hunten [1981] proposed that clustering of dust particles
and ionization of sodium atoms could act as a sodium sink. This
model disagreed with the results of Clemesha et al. [1981a], who
showed that the seasonal variation of the height of the layer at
23° s latitude is much larger than Hunten's predicted value.
Kirchhoff [1983] and Sze et al. [1982] included the reaction of
NaOH as a sink of sodium to better model short-term (daily)
changes in the sodium-layer. Thus, the sources and sinks of

atomic sodium have been and continue to be studied to better un-
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derstand the chemistry of the mesospheric region.

2.2.2 Seasonal Variations of the Sodium layer

A topic closely related to the production and loss of
sodium in the mesospheric region is the seasonal variation of the
column abundance, width, and height of the sodium layer. These
parameters were first studied by Gibson and Sandford [1971] using
the lidar system in Winkfield, England. They observed a large en-
hancerent of sodium abundance in the winter months and a minimum
of sodium abundance in the summer months. They also observed a
lowering of the sodium layer in the winter months.

Further studies of the seasonal variation of the sodium
layer were performed by Megie and Blamont [1977] in Haute-
Provence, France. They also saw a similar peak of sodium column
abundance in the winter, but no sharp minimum in the summer
months. Megie and Blamont also calculated the height and width
of the sodium layer by using a least-squares fit of the layer to
a Gaussian shape. From the parameters derived from the least-
squares fit, they observed a lowering of the sodium layer in the
winter months, when the column abundance is at a maximum, and a
rising of the layer in the summer, when the sodium abundance is
at a minimum. They also observed no seasonal trend in their
measurements of the width of the layer.

Simonich et al. [1979], Sao Paulo, Brazil, observed the
seasonal variability of the sodium layer in the Southern

Hemisphere. They also found that the sodium layer has a maximum
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column abundance in the winter (June-July) and a minimum column
abundance in the summer (December-January) months. Their minimum
in column abundance has a sharp peak, like that of Gibson and
Sandford, but unlike the minimum of Megie and Blamont; thus, it
appears that these results are conflicting. Since Megie and
Blamont and Gibson and Sandford made measurements at ap-
proximately the same latitude, the difference in latitude cannot
explain the difference in results. One possible explanation is
that the data from all three groups spanned different vears;
thus, the seasonal variation of the sodium layer may have dif-
ferent characteristics from year to year.

The Simonich et al. group found no significant variation in
the height or structure of the sodium layer. Simonich et al. did
note a definite trend in the ratio of winter to summer column
abundance and the variability with latitude. They showed that
the ratio of column abundance for high latitudes was higher than
the ratio for lower latitudes, and that the Northern and Southern
Hemisphere were somewhat symmetric. Jegou et al. [1984] also
modeled a meridional variation of the ratio of sodium layer
column abundance in the winter to sodium column abundance in the
summer. They noted a linear increase of the summer-to-winter
ratio to 60° latitude then a slightly slower linear increase of
the ratio in latitudes greater than 60° latitude. Unfortunately,
not enough data are yet availablé to conclusively determine
latitude effects on the column abundance of sodium or the globai

distribution of sodium.
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The seasonal variability of the sodium layer was modeled by
Fiocco and Visconti [1974], by assuming that the sodium in the
atmosphere was caused by the sublimation of dust. The seasonal
temperature change in the mesospheric region thus would control
the sublimation rate, and by this mechanism, the seasonal varia-
tion of the column abundance of the sodium atoms can be shown to
vary during the year. Since the origin of the sodium atoms is
believed to be due mainly to meteoric influx, this theory has
since been revised. Jegou et al. [1984] modeled the seasonal
change by including the seasonal variability in the temperature
and wind patterns. They reasoned that the lower the temperature
(i.e., in summer) of the mesosphere, the more efficiently the
sodium atoms would cluster to water molecules, thus reducing the
column abundance. Also, the stronger the westerly wind (i.e., in
winter) the higher the atomic sodium ion layers, thus causing
less clustering of sodium ions and an increase in the column
abundance. Swider [1985] noted that due to the inverse relation-
ship between temperature and the loss rate for the three-body
process for sodium, the loss rate will have variations much
greater than the variations in pressure. He showed this effect
can cause much greater seasonal variations in the rates of chemi-
cal processes then the seasonal variations of pressure at mesos-
pheric heights and thus produce seasonal variations in the sodium
abundance. Seasonal variation of sodium is one of the most fun-
damental features of the sodium layer and is still of current re-

search interest, since the explanation of the winter enhancement
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is closely aligned to many other atmospheric seasonal changes.

2.2.3 Short-Term Variations of the Sodium Laver

Nocturnal variations in the sodium layer have been observed
by all of the sodium lidar groups and are attributed to both
chemical (sources, sinks, and rates of chemical reaction effects)
and dynamical (gravity and tidal wave effects) changes in the
atmosphere. The first study of nightly variations was performed
by Sandford and Gibson [1970], Gibson and Sandford [1971]. They
noted trends in the data that included a decrease in the column
abundance during the night, until a minimum was reached at about
midnight, and a steady increase in the column abundance until
dawn. Further studies by Gibson and Sandford [1972] using a
daytime lidar system showed little variation of atomic sodium
density during the daytime and the day-to-night transition.
Megie and Blamont [1977] also found systematic variations during
each night of observation. They observed an increase in the top-
side scale height and a broadening of the layer. Also, they
reported the effects that gravity waves have on data and con-
cluded that dynamic processes in the mesosphere dominate the
short-term variations.

Simonich et al. [1979] noted, in averaging their nighttime
data (over 344 nights of data), a trend in the column abundance
similar to Sandford and Gibson. They also noted an increase in
scale height of the top side of the layer, an enhancement of

sodium on the topside of the layer, and a depletion of sodium on
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the bottomside of the layer. This increased the height of the
sodium layer and broadened it.

With the use of a daytime lidar system, Granier and Megie
[1982] found no systematic variation of the sodium layer at sun-
set or sunrise or during the day or night. They also noted no
direct influence of the solar diurnal cycle on seasonal or short-
term effects. Clemesha et al. [1982] (Sao Paulo, Brazil) used a
daytime lidar system to observe the 2,2 solar semidiurnal tide in
the sodium density perturbations and found it to have an
amplitude on the order of 30 cm/s at a height of 100 km, much
higher than the value predicted by theory [Lindzen and Hong,
1974]. In a later paper, Batista et al. [1985]) traced tidal
waves as they propagated through the sodium layer. By taking
data continuously‘over a period of days, they were able to deduce
the strong 12- and 24-hour tidal periods and showed that they
agreed with tidal models (Forbes [1982a]). They also noted a
lowering of the height of the layer at noon and a raising of the
layer at midnight. Chemical modeling of the layer (Kirchhoff and
Clemesha [1983] and ‘Kirchhoff [1983]) predicted a depletion of
sodium atoms at the bottom of the layer, about 80 km, during the
nighttime hours, with a minimum at predawn and an enhancement
during the daytime due to the inclusion of NaOH as a sink
mechanism.

Another interesting phenomenon observed only by Clemesha et
al. [1980], using a steerable lidar system, and Kirchhoff and

Takahashi [1984], observing the nightglow of sodium, in Sao
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Paulo, Brazil is the existence of sodium clouds. Sodium clouds
are very large, short-lived enhancements of the observed sodium.
These enhancements are too large to be caused by waves or other
typical mesospheric activities. The observations of these sodium
clouds by Kirchhoff and Takahashi have been correlated with
meteor showers. Thus, it is hypothesized that the clouds are due
to meteor ablation trails passing through the field of view of
the lidar receiver. This substantiates the theory that the
source of sodium is from the ablation of extraterrestrial
meteors. Also, since these sodium clouds have been observed only
at low latitudes (23°S), it implies that the global distribution

of sodium differs with latitude.

2.2.4 Observations of Gravity Wave Features by Sodium Lidar

Groups

As noted in the short-term variations, the existence of
gravity-wave features (i.e., periodic sodium density variations
in altitudes that propagate downward in time) have been observed
by all lidar groups: Sandford and Gibson [1970]; Blamont et al.
[1972]; Megie and Blamont [1977]; Simonich et al. [1979]: Juramy
et al. [1981]; and Richter et al. [1981]. These studies used the
sodium layer as an inert tracer of the dynamics of the mesos-
pheric region. They also observed vertical wavelengths that vary
from group to group: 11 km and 20 km for Simonich et al. [1979]
and Clemesha et al. [1978a], 3 km to 15 km for Richter et al.

(1981], and 8 km to 15 km for Chanin and Hauchecorne [1981].
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Clemesha et al. [1981b)] used a three-point scanning lidar system
to determine the wind velocity of gravity waves in the
mesosphere. They calculated an east-west vertical wind
wavelength component of 10 km and a north-south vertical wind
wavelength component of approximately 5 km. Chanin and
Hauchecorne [1981] used a lidar system to measure Rayleigh
returns from 30 to 80 km. They determined that atmospheric per-
turbations could be traced to both gravity and tidal waves. They
also calculated temperature variations from the data and compared
the wave-like structure in both parameters. Juramy et al. [1l981]
observed more wave activity in their high latitude measurements
than in low latitude measurements.

Avery and Tetenbaum [1983] observed and compared the wave-
like structures in their simultaneous measurements of sodium
density by a lidar system and wind velocities by a meteor radar
system. They concluded that the structures were due to gravity-
wave perturbations on the order of a 10 km wavelength and could
not be explained by the wind shear mechanism of Whitehead [1965],

which was thought to produce similar results.

2.2.5 Observations of Gravity Waves bv Other Remote Sensing

Techniques

Gravity waves have been observed and studied by other at-
mospheric remote sensing’techniques. These methods include ob-
serving wave motions in meteor trails, in chemical releases, in

noctilucent cloud formations, temperature data from rocket-borne
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grenade experiments, radar tracking of balloon and rocket
payloads, and ground-based radar and lidar experiments. A review
and discussion of these techniques can be found in Fritts et al.
[1984].

These studies of gravity waves have indicated that vertical
wavelengths of gravity waves in the mesosphere vary from about 1
km to 10 km in the winter months (Philbrick et al.,[1983]) and
from about 2 to 20 km in the summer months (Fritts, [1984]).
Seasoral and latitudinal variations of gravity waves was first
observed by Theon [1967]. He observed intense wave activity
above 50 km in winter and above 70 km in summer.

A more complete study of seasonal and latitudinal variations
of gravity waves is found in Hirota [1984]. This paper contains
a statistical study of small scaie disturbances in the strato-
sphere and mesosphere. Hirota's data were collecﬁed from rocket
experiments in latitudes varying from 8° south to 77° north.
Hirota observed that gravity waves in the 20 to 65 km region were
isotropic (i.e., had no preferred direction). He also observed a
maximum in gravity-wave activity in winter --twice as large as in
the summer at high latitudes, but with smaller variation at lower
latitudes. Also, as noted by a number of other authors (Witt
[1962); Grishin, [1967]; Haurwitz and Fogle [1969]; Carter and
Balsley [1982]; Vincent and Reid [1983]; Balsley et al. [1983]:
and Smith and Fritts [1983]), gravity waves have substantial tem-
poral variation, which vary on time scales from a wave period to

severél days. Thus, with wave activity so variable (changing
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within a few wave periods), estimation of wave parameters is of-
ten difficult and inaccurate.

This wave variability can be traced to a number of causes,
including gravity-wave saturation in the atmosphere, nonlinear
wave-wave interaction, wave-mean flow interaction, and the
variability of the sources of gravity waves. The main sources of
gravity waves are considered to be mountain waves formed by flow
over topographic features and waves produced by unstable wind
shears. Other possible sources include geostroﬁhic adjustment
and frontal acceleration (Lindzen [1984]; and Einaudi et al.
[1978/79]). Another characteristic of gravity waves is a varia-
tion with height of the gravity-wave frequency (Rastogi and
Bowhill [1967]; Stening et al. (1978]; and Manson et al. [1979]).
Such frequency changes are predicted by a quasi-linear theory of
Coy [1983] and Fritts and Dunkerton [1984].

Photographic studies of noctilucent clouds, which appear at
about 85 km in the summer months, have been used to estimate
horizontal wavelengths of gravity waves ranging from 10 to 75 km
with horizontal phase speeds of about 10 to 60 m/s (Witt [1962];
Grishin [1967]; and Haurwitz and Fogle [1969]). Similar studies
of the perturbations of the OH emission layer by Herse et al.
[1980] measured a horizontal wavelength of about 30 km to 100 km,
and Armstrong [1982] measured a monochromatic wave with a
horizontal wavelength of 244 km and a horizontal phase speed of
72 m/s.

Another characteristic of gravity waves is the "universal



26

spectrum that appears in measurements of wind and temperature
made in the mesosphere through the troposphere (Yeh and Liu
[1985], Weinstock [1985], Dewan [1985], Scheffler and Liu,
[1985], etc.). This Universal spectrum, similar to the Pierson-
Moskowitz [1964] spectrum found in the ocean, shows that the
spectral energy is related to frequency by a power law relatioh—
ship ranging from 2.4 to 3.0 as power of the exponent.
Unfortunately, due to the spatial distribution of sodium, the
sodium layer acts as a spectral window on the data making
measurements of the universal spectrum difficult on sodium lidar

data.

2.3 Gravity-Wave/Sodium-Layer Dynamics

The response of the atmosphere to a gravity-wave phenomena
has been observed using a variety of techniques. To compare the
results of other techniques to the results of sodium lidar
system, one must deconvolve the distorting effect of the sodium
layer out of the returned data. The first study to realize the
importance of layer effects on grévity-wave observations in a
minor constituent layer in the atmosphere was Chiu and Ching
[1978]. They showed that, since the gradient term was larger on
the topside and bottomside of the layer, the background density
perturbations were amplified by the gradient of the layer. Thus,
the perturbation of the density of the layer is larger than the
perturbations of the neutral atmosphere on the sides of the

layer. Also, the amplification factor is larger on the bottom-
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side of the layer than the topside of the layer. Chiu and Ching
also noted that, due to the sign change of the gradient at the
layer peak, the perturbations due to gravity waves had a 180°
phase change above and below the peak of the layer. At the layér
peak there was small amplification of the wave perturbations
since the gradient approaches zero.

Gardner and Shelton [1985] derived a more exact solution by
assuming a compressional and perturbation solution. They showed
that near the peak of the layer, nonlinear terms dominate the
solution. They also calculated the effects of the layer gradient
on the power spectrum of the density perturbations. For a
monochromatic wave, these effects produce a notch at the
wavelength of the gravity wave and spectral peaks symmetrically
on either side of the wavelength of the wave. Also, the 180°
phase shift above and below the layer produces a temporal
frequency component at the peak of the layer that is twice the
value of the gravity wave's temporal frequency. Thus, these
models of the sodium-layer/gravity-wave interactions aid in pre-
dicting the spectral signature of gravity waves in the lidar data
as well as providing a tool to analyze the lidar data, and es-
timate the gravity-wave parameters and the variability of ob-

served gravity waves.
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3.0 LIDAR EQUIPMENT AND OPERATION

The University of Illinois sodium lidar system was
originally developed in 1977 and has been continuously upgraded
since that time. During this study, a number of modifications
have improved the spatial and temporal resolution and the SNR of
the data. The entire lidar system is outlined in this chapter,

including the enhancements to the system.

3.1 Introduction

The lidar system of the University of Illinois consists of a
tunable pumped dye laser, a computer controller and data logger,
and a telescope receiver system. A block diagram of the systenm
is shown in Figure 3.1. The operation of the system consists of
tuning the laser to the D2 absorption line of sodium at 589 nm.
The laser is coarse-tuned using a monochrometer, whose output is
sampled with a photodiode array, and is fine-tuned using a hollow
cathode tube and observing the opto-galvonic signal at its
output. After each shot, the computer range-gates the returned
signals collected at the receiver. The signal counts up to an
altitude of about 50 km are due to scattering off molecules. The
counts fall off exponentially with altitude. At about 80 to 100
km, the signal counts increase due to the resocnant scattering off

the free sodium atoms found in this region. Typically laser
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Figure 3.1 Block diagram of the lidar system.
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Pulses are integrated to reduce variance of the shot noise in the
returned data. The result is one profile of raw data. The com-
puter system has a real-time routine that plots the data after
each profile. It also reports the signal counts, noise counts,
and column abundance for each profile. The present system can
collect a 250-shot profile in about one minute, firing the laser
at 5 Hz. Later, these data are interpolated into ten minute in-
tervals and normalized using the lidar equation to obtain sodium
density profiles. The interval of ten minutes was found to be an
optimal value. This choice trades temporal resolution for a lower
variance of the shot noise and more condensed data. Once normal-
ized and condensed, these profiles can be analyzed.

Experiments were conducted with this system at Wallops
Island, Virginia; White Sands, New Mexico; and Urbana, Illinois.
The same lidar system was used in all the experiments except for
the telescopes. At the Urbana and White Sands sites, a 1.2 m
Fresnel lens telescope (£1.56) was used with a field stop iris, 5
angstrom filter, collimating lens, and PMT. At Wallops Island, a

ls-inch‘(f32.0) telescope was used with similar receiver optics.

N

3.2 The Laser System

The laser which is used to collect data at the University of
Illinois lidar site is a candella LFDL-1 flashlamp-pumped tunable
dye laser. The dye used in the laser to produce the 589 nm

wavelength 1light is rhodamine &g perchlorate in a solution of
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methyl alcohol and water. The‘laser, whose specifications are
given in Table 3.1 is composed of three parts: (1) the laser
cavity (Figure 3.2), (2) the chiller unit (Figure 3.3), and
(3) the high-voltage power supply and controller unit (Figure
3.4).

The laser cavity contains a front output mirror, a field
stop iris to cut down on spatial modes of the laser, a housing
containing the water-cooled flashlamp, and a dye cell. Also in
the cavity is a beam expander with a magnification factor of four
to avoid damaging the etalon filter and grating due to the inten-
sity of the laser beam in the laser cavity. An etalon filter is
used to narrow the line width of the laser to about ten picometer
and has a free spectral range of approximately 0.5 angstroms.
The etalon is tuned using a Burleigh inchworm, which is a
piezoelectrically controlled micrometer. This enabled accurate
tuning of the laser line during the fine-tuning procedure. The
laser is tuned using an optical grading positioned at one end of
the laser cavity (Figure 3.2). By tilting the grading, the out-
put wavelength of the laser light could be adjusted.

The chiller unit has two main purposes. First, it pumps
and refrigerateskthe water needed to cool the flashlamp, and
second, it pumps the Rhodamine 6G Perchlorate dye-alcohol water
mixture through the dye cell. Also, the dye mixture had nitrogen
bubbled through it in the chiller unit to lengthen the lifetime
of the dye. The dye was changed (typically after every 90,000

shots [about one night's data]) using the purge system connected



Table 3.1 University of Illinois So

(40° 10' N, 88° 10' §)
Laser
Dye
Wavelength
Energy
Linewidth
Pulsewidth

Repetition rate
Beam divergence

Receiver
Method
Objective
Area
Field of view
Bandwidth

Receiver range bin size
Receiver efficiency
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dium Lidar System

Rhodamine 6G perchlorate
589.0 nm

50 mJ/pulse

10.2 pm

2 us FWHM (300 m)

5 Hz

1 mrad

Photon counting
Fresn%l lens
1.2 m

3 mrad

5 angstrom

150 m

5%
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to the dye reservoir.

The last part of the laser is the controller unit, which is
composed of four separate sections: a high voltage power supply,
a controller unit, a pump controller, and a simmer unit. The
high-voltage power supply is used to charge the large (25 kV)
capacitor in the laser cavity. This unit is also used to adjust
the intensity of the output laser pulse; usually, a peak value of
50 mJ/pulse is used for data gathering.

The controller unit allows the laser trigger to be fired by
either by the computer (externally) or by an internal variable-
rate trigger. A manual option to fire only one shot can be used
to burn in a new flashlamp.

The pump controller is connected to the chiller unit and the
cavity to ensure proper operation of the pumps by means of flow
gauges. This unit has a timing circuit that on power-up, delays
firing of the laser for eight minutes until the filament in the
flashlamp warms up.

Finally, the simmer unit keeps a simmer current in the
flashlamp to prolong its lifetime.

Previous experiments using the 1lidar system (Richter and
Sechrist [1978]; Rowlett and Gardner [1979]; and Shelton and
Gardner [1981]) showed that one critical problem with the lidar
system is keeping the laser tuned on the absorption line of
sodium. Before 1982, the tuning system used an optical
spectrometer and a sodium cell heated to 120°C. To use this

system, researchers had to stop gathering data and use the laser
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output to try to fluoresce the sodium in the sodium cell. Since
that time, a system using a Jerall-Ash monochrometer with a
Reticon photodiode array (256 elements) on the output has been
used. The photodiode puts out a signal that is proportional to
the light intensity incident on the array, and the Reticon system
displays the signal on an oscilloscope. Since the Reticon system
sweeps across the diode array, the oscilloscope output is a
digitized image of the spectrum of the laser pulse. This laser
pulse and the output of the sodium reference lamp are combined
using a Dolan-Jenner bifurcated fiber-optic cable. The 1laser
pulse and referencé‘sodium lamp output are then compared using
the monochrometer. By adjusting the back grating, the laser line
can be coarsely tuned to the 5890 angstrom line of sodium. Also,
the Reticon outputs give information on the spectral structure of
the laser pulse which is valuable while tuning.

After the laser is coarsely tuned, a finer tuniny method is
needed, because the photodiode array and monochrometer do not
have enough resolution. To fine-tune the laser, a hollow cathode
tube is used to produce an output signal that accurately detects
the 5890-angstrom resonant lines of sodium. The hollow cathode
tube has a cathode coated with sodium. When a 500 v dc bias is
applied to the tube, a‘plasma is created between the anode and
the cathode. Since'the cathode is coated with sodium, when laser
light of exactly the resonant wavelength of sodium hits the
plasma, energy from the laser is absorbed by the plasma causing

the stripping of electrons from the sodium atoms and an output
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pulse of approximately 50 mV is produced. This pulse, which can
be §iewed on an oscilloscope, is known as the Opto-Galvonic Ef-
fect (OGE) (Bridges [1978]; Keller and Zalewski [1980]) and can
be used to tune the laser (Dovichi et al. [1982j). By using this
system, the laser can be accurately tuned during data acquisition
to the resonance line of sodium by adjusting the etalon filter

with the Burleigh inchworm until the OGE signal is maximized.

3.3 The Receiver System

The receiver system (Figure 3.5) consists of a telescope
that focuses the returned signal first to a folding mirror and
then to a field-stop iris at the focal point of the telescope to
limit the field of view of the telescope. The light is col-
limated by a Nikon 35 mm £/1.4 lens, then passed through a 5-
angstrom interference filter, and finally focused onto a PMT. A
complete description of the receiver setup can be found in
Rowlett and Gardner [1979].

A number of problems arose in using the PMT. One major
problem is that the PMT will overload due to strong signals from
Rayleigh counts at low altitude. This causes distortion in the
photon returns below 40 km and in the data calibration which
felies on the data from 40 km. To solve this problem, the PMT is
blanked up to an altitude of approximately 30 km. Blanking is
accomplished by reducing the voltage on the first PMT dynode to

that of the cathode or slightly negative [Shelton and Gardner,
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1981]. This reduces the gain of the PMT by three order§ of
magnitude. After the blanking is switched off, the PMT recovers
in about 6 to 10 us. Thus, the data at an altitude of 40 km ié
unaffected and can be used to normalize changes in laser power in
calculating sodium concentration.

The interference filters used at the output of the telescope
were calibrated in a laboratory experiment. A sodium lamp was
used as a light source, and the light was focused through the
¢ollimating lens and the filter. A power meter was then used to
measure the intensity of the light passed through the filter on
the wavelength of the sodium D2 line. The filter characteristics
were photographed by passing white light through the filter and
passing the output of the filter through the Jerall-Ash
monochrometer. The output of the ﬁonochrometer was sampled with
a Reticon array, and the intensity of the output was displayed on

an oscilloscope.

3.4 The Computer Svstem

The University of Illinois computer system used to collect
lidar data consists of an LSI 11-02 computer, an Apple computer,
and a photon-counter/system-interface (Voelz and Sechrist
[1983]). The data collection process is controlled by the LSI 11
and enables the user to chahge the parameters of the experiment,
such as the number of profiles per set, the number of range bins
(up to 2000 bins), the laser repetition rate, the number of laser

shots per profile, and the base altitude. The bin size is fixed
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at 150 m, which is the vertical resolution of the lidar system
firing at zenith.

After the parameters of the experiment have been set up, the
LSI 11 communicates, over a serial data link to the Apple
computer, the number of laser shots and the repetition rate to
fire the laser. The Apple acts as a slave computer whose task is
to control the laser firing and keep a running log of the returns
until all the laser shots have been completed. The Apple is con-
nected via a Direct Memory access (DMA) link to the Sodium LIdar
Pre-Process (SLIPP) box, which counts the photon returns from the
PMT.

The SLIPP has two sets of counters, and after the laser is
triggered by the Apple computer, the SLIPP waits for the laser
control pulse (LCP), which is sent when a photodiode detects the
light in the laser cavity due to the laser firing. After the ILCP
is received, the SLIPP reads continuously for 1 s and toggles
the returns from the PMT between the two counters to determine
the number of photons received in each range bin. These returns
are stored in RAM in the Apple computer. If the LCP is not
received, the Apple computer jumps to an error routine and in-
forms the user of the failure.

After the profile is completed, the Apple transfers the data
using a serial connection to the ILST 11. The LSI 11 plots the
received data using an averaging window filter, stores the raw
data on floppy disc for later analysis, and calculates the number

of signal counts per shot and column abundance. By using both
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computers, the Apple computer is able to start taking the next
profile while the ISI 11 is processing the data in real time,

thus achieving a parallel collection and processing system.
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4.0 SIGNAL PROCESSING AND DATA ANALYSIS TECHNIQUES

Sodium lidar data were collected with the University of
Illinois lidar system on about 20 nights during this study. To
analyze the data, a flexible software system was developed td
filter the data, calculate gravity-wave parameters in the data,
calculate the width, height, and column abundance variations of
the sodium layer, and plot the data.

This computer program also simulated lidar data using the
models derived in Chapter 5. The simulated data were processed in
a similar fashion and then compared to the real data. Also, the
simulated data was used to verify that the signal processing and
data analysis programs were operating correctly. Chapter 4 out-
lines the techniques developed to process sodium lidar data and

reviews the processing steps used in the data analysis.

4.1 Preprocessing of the Data

To process the data, it is necessary to combine the data
into equally spaced temporal intervals. This is done to simplify
the data processing and to increase the SNR of the data.

A simple interpolation scheme is used to place the data in
equally spaced intervals. The profile in the interval ((m=-1)T,mT)
is simply the average of the normalized (by the lidar equation to

density of sodium atoms) raw data collected by the system during
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this interval. If no data were collected during the interval,
then the profile was interpolated by averaging the profile col-~
lected just before the current time interval and the profile col-
lected just after the current interval. TIf more than one profile
was missed, then a linear interpolator is used between the two
profiles at the beginning and end of the missing section of data.
The effects of this registration scheme on the data are: (1) The
shot noise corruption of the registered profiles is reduced by a
factor equal to the reciprocal of the square of the number of raw
data profiles in the time interval. Thus, the integration to
larger time intervals reduces noise in the data. (2) Since the
data was simply averaged and not windowed, the high sidelobes of
the averaging filter caused distortion in the data. Because of
the preprocessing computational load, these effects are con-
sidered acceptable. (3) This technique trades off temporal
resoluticn of the density profiles for lower white noise levels.
Interpolation produces equally spaced density profiles, which are
more easily analyzed using Fourier analysis and temporal
.plotting.

The interpolated profiles are sensitive to noise in either
of the two end profiles which are used for interpolating. Thus,
care must be taken not to interpolate between noisy profiles,
especially when more then one profile is interpolated.

Next, the data are digitally filtered in both the temporal
and spatial frequency domains. To reduce the effects of leakage

signal power produced by the low-pass filtering of the data, a
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separable two-dimensional FIR Hamming window filter was used.

The filtering process can be written:

n(z,t) = n(z,t) * hLPS(z) * h __(t)

LPT

where

hrpg = the impulse response of the spatial filter

hypr

the impulse response of the temporal filter

hrps and hypp can be written in the frequency domain as:

27 <
z=cut
H pplw) = 0.54 - 0,46 cos(-———zi“‘” ) 4.3
cut
Where _
H = the low pass spatial frequency response,
LPsS
H = the low pass temporal frequency response,
LPT
Kg=cut = the 3 dB cut-off frequency of «_,
Waut = the 3 dB cut-off frequency of w.

Since this is a two-dimensional filter it can also be analyzed in

the wuw-k, space as an ellipsoidal filter. The two-dimensional

filter response can be written

21 )
HLP(<Z,w) = 0.29 - 0.25 cos(~§;———£—) - 0.25 cos(zjnw )
z~cut cut
2“Kz 271w }
+ .
0.21 cos(iz—————) COS(Zw )
z~cut cut

The response is plotted in Figure 4.1. This filter minimizes the
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size of the first sidelobe (to =41 dB as compared to -13 dB for
the rectangular filter) in the time domain and thus reduces the
leakage effect of the filter which often resulted in "ringing" of
the digital filter. Common filter cut-off frequencies used to
filter the data spatially produced oscillations close to the
wavelengths of gravity waves observed in the lidar data, Thus,
using a Hamming window minimizes the "ringing" of the filter in
the data.

This two-dimensional Hamming window filter was used in the
preprocessing of all the data. The low-pass cut-off frequency of
the fiiter was chosen by examining the power spectra. The
periodogram was used to estimate the power spectrum of the
signal. The mean of the spatial periodogram is given by
( hv

2 . 4 . 2
Eloy (vcz,t)] W) igl (iaz)" E[x(inz)] + 'd?n' 4.5

2]

where 3
h = Planck's constant (6.63 x 10734 7 s),
v = the optical frequency,
n = the overall system efficiency,
Ap = the receiver aperture area,
J = the laser pulse enerqgy,
o = the effective sodium backscatter cross section,
eff : s
K, = the spatial transform variable,
Niot = the total number of signal photons collected in a
profile,
Cg = the column abundance of the sodium layer,
¢n = the actual power spectrum, and

the periodogram estimate of the power spectrum.
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The spatial periodogram is a biased estimate of the sodium
density power spectrum. The bias is related to the total
photocount and the sodium abundance. In practice, it is most

convenient to work with the normalized periodogram:

E[¢n(nz,c0> l¢(xz,co>12 1
- = N 4.6
Efe,(0,t) l¢<o,c0)[ Neoe

The normalized periodogram has a maximum value of 1 at K,= 0. At
high frequencies, where ¢n(K2 falls to zero, shot noise of the
lidar system dominates the periodogram ahd establishes a noise
floor at the level 1/Neot- This effect was observed in all the
data collected in these lidar experiments (Figure 4.2).

A.similar effect is observed in the temporal power spectral
estimate. Here the perturbations about the average density at a
particular altitude are used to estimate the temporal power
spectrum of the data. Again, at higher frequencies the signal
spectral power falls below the spectral power of the system shot
noise floor (Figure 4.3). By using the periodogram as an es-
timate of the temporal and spatial power spectra, the temporal
and spatial frequencies at which the spectral power of the signal
falls below the spectral power of the shot noise can be deter-
mined. These frequencies can then be used as the cut-off
frequencies of the two-dimensional Hamming window filter. Thus,

with cut-off frequencies where the signal is lost in the noise,
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Periodogram estimate of the spatial power spectrum
for the data collected from 20:20 CST on July 17,
1984, to 3:40 CST on July 18, 1984. The dashed
line represents the background shot noise level.
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tegrated over 79,000 laser shots.
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one reduces the effects of high-frequency shot noise without

reducing the low-frequency signal.

4.2 Laver Parameters

The width, height, and column abundance of the sodium layer
are of interest in analyzing the dynamics and chemistry of the
sodium layer. As noted in Chapter 2, the seasonal variations of
these parameters have been studied. In this study, the column
abundance, Cy, height, Z5, and width, Ugs are defined using the

following formulas for the moments of the layer:

=]
i

= £ (kAz)i n(kAz,tO)

i 4.7
¢, = m 4.8
m
!
Z, N 4.9
m m 1
o= (2. (L)) 4.10

These parameters are calculated and plotted by the main process-
ing routine.

The width, height and column abundance are computationally
simple to measure from the data and can be compared with the
other lidar groups. Also, since these values are calculated from

all the range bins, the effects of the shot noise are reduced by
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the integration procedure. a plot of these parameters (Figure
4.4) demonstrates their usefulness in determining both chemical
and dynamical effects in the data. These measures are used in

Chapter 6 to quantify the sodium layer variations.

4.3 Estimation of Gravity-Wave Parameters

As noted in Chapter 2, gravity waves have been observed and
studied by numerous remote sensing techniques. In this section,
‘both classical periodogram analysis and a new correlation tech-
nique are used to determine the wavelength, frequency, amplitude,
and vertical phase velocity of gravity waves.

The gravity-wave parameters determined from estimates of the
power spectrum through periodogram analysis are typically inac-
curate due to various effects, both in the estimate and in the
nature of the sodium-layer/gravity-wave interaction. Thus, the
spatial correlation technique, which correlates successive spa-
tial profiles and normalizes out the layer effects, is introduced
to accurately calculate the wavelength and vertical phase
velocity of the gravity wave. A dual technique using correlation
of successive temporal profiles to calculate the period and ver-
tical phase velocity is also introduced. These techniques, which

can be summarized by
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Technique Gravity Wave Parameters

Spatial Periodogran Vertical Wavelength and
Anplitude

Temporal Periodogram Period

Spatial Correlation Vertical Wavelength and
Vertical Phase Velocity

Temporal Correlation Period and Vertical Phase
Velocity,

are then compared with simulated and actual data. Wind velocity
fields of gravity waves can be calculated by combining the
parameters found by these technigues with the model of the

gravity wave wind velocities in the atmosphere (Equation 5.22).

4.3.1 Periodogram Estimation of Gravity Wave Parameters

One method to estimate the power spectrum of the perturba-
tions in the data is to use the periodogram. A complete develop-
ment of the periodogram analysis can be found in Oppenheim and

Schafer [1975]. They showed that the periodogram, which is

defined by
1 N=1 N-1 . jikz —jmkz
In(kz,to) =3 iéO méo n(idz) n(maz) e e 4.11
has a mean
©ON-1 —ijk m
. _ N - J
Bl Gt = 5 (X = Im o (miz,e) o 4.12
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In general, the periodogram is an inconsistent estimate (i.e.,
both the bias and the variance of the estimate do not approach
zero as the sample length increases) of the power spectrum and
can be expected to fluctuate wildly about the true power
spectrum. Thus, it was found that the periodogram required win-
dowed averaging to produce a consistent estimate of the power
spectrum. In this application, Bartlett's procedure (found in
Oppenheim and Schafer [1975]) of averaging the periodograms over
many spatial profiles for the spatial poWer spectrum and over
many temporal profiles for the temporal power spectrum was used
to produce consistent power spectrum estimates.

To identify gravity waves in the periodograms of the data,
it is necessary to identify the signature of the gravity wave in
the Fourier domain. The spatial power spectrum has a spectral
signature due to gravity waves (as noted in the model developed
in Chapter 5). The gravity wave produces a notch at the
wavelength of the wave and two spectral peaks symmetrically about
the notch. Thus, to estimate the wavelength of the wave, one
must estimate the position of the notch, and to estimate the
amplitude of the gravity wave, one must estimate the value of the
power spectrum at the notch or spectral peak. Since the notch is
more sensitive to distortion due to filtering, the relative
spectral peaks are used to determine the amplitude of the wave.
Originally, the amplitude of the wave for a specified spectral
peak value was determined numerically from the gravity-

wave/sodium-layer models, but an analytic formula has since been
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derived (Voelz [1985]) and can be written

2 _ 2, 2 2 2 2
2 [«b(rczp)l (2(y La,) (-z_/H o1 /(2H)% - (1/yH-1/2H) o) + 1)

- i .
|6(0) ]2 (vH) 4.13

Thus, by measuring the wavelength at the notch and the relative
spectral peak value, the wave parameters can be estimated. Plots
of the spatial power spectrum for the one gravity wave model
(Shelton and Gardner [1981]) for various amplitudes and
wavelengths are shown in Figure 4.5. The results show that, for
lower spatial frequency waves, the layer shape corrupts the es-
timate of the wavelength and'amplitude. Also, since no clear
notch is present in the data, exact wavelength measurements are
impossible. Figure 4.6 shows data collected on March 8, 1984,
and its associated periodogram estimate of the power spectrum.
This plot, which shows clearly the signature of gravity waves in
the periodogram, is the best example of gravity wave signatures
collected in this study; typically, less distinct signatures of
gravity waves are present. One hypothesis for the changing signa-
tures is gravity-wave variability, which is discussed in Section
4.5,

The periodogram method gives a good indication of how
dominant a gravity wave is in the data, but does not accurately
estimate the wavelength of the gravity wave. This is due to (1)
the distortion of the layer and the inaccuracy of the periodogram

estimate, (2) the effects of the shot noise background level on
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the signature (this is especially true for low-amplitude waves),
(3) the effects of averaging many profiles together to produce a
good estimate of the bower spectrum (if the wavelength is
nonstationary, then the signature will effectively average out),
and (4) the distortion effects due to multiple gravity waves or a
continuous spectrum of energy due to other dynamical or Cchemical
effects,

The temporal periodogram can be used to estimate the tem-
poral power spectrum of the sodium density profiles, The tenm-
poral power spectrum is estimated by averaging the temporal
periodogram (Bartlett's procedure) over an altitude range. The
estimate of the temporal power spectrum of the March 8, 11984,
data is shown in Figure 4.7. If the altitude is not near the
peak of the layer, then the gravity wave period is estimated. If
the data are near the peak of the layer, the estimate of the
gravity-wave period is off by a factor of two due to the double
frequency component of the wave found at the layer peak. These
two altitude regions are labeled in Figure 4.7. 1 the altitude
region used to calculate the periodogram includes both profiles
from near the peak of the layer and away from the peak of the
layer, then the estimate of the temporal bower spectrum will be
distorted and the period of the gravity wave would be
unidentifiable. The estimate of the gravity-wave period from the
temporal periodogram is a 1less accurate measure of the period
than the spatial periodogram estimate of the wavelength, since

gravity waves are typically more variable in time than in space.
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Thus, the temporal data show no clean temporal frequency peak,
and for the relatively short periods where one gravity wave
dominates the power spectrum, there are not enough data points
for a good estimate of the gravity-wave period.

The periodogram method of estimating gravity-wave parameters
is a first attempt to estimate qualitatively gravity-wave
activity, but does not giVe good estimates of actual wavelength
and period values. Section 4.3.2 introduces a correlation tech-
nique that estimates gravity4wave parameters more accurately than

the periodogram.

4.3.2 Correlation of Spatial and Temporal Profiles to

Determine Gravity-Wave Parameters

To calculate more accurately the wavelength, period, and
vertical phase velocity of a gravity wave from profiles of lidar
data, a technique to use the correlation of successive temporal
profiles and successive spatial profiles is introduced. This
technique assumes that one gravity wave is dominating the
dynamics of the region and it is stationary for a long enough
period of time to obtain a good estimate of the period. Aiso,
this method defines an upper limit above which a gravity-wave
spatial wavelength cannot be accurately measured using this
method, since too few spatial data points are available to make a

good estimate of the sinusoidal oscillations.

4.3.2.1 Spatial Correlation
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The correlation of two functions is defined by

<fl(2)’f2(2)> = f: fl(r) fz(t-z) dt 4.14
and can be used to determine the vertical wavelength, temporal
frequency, and vertical phase velocity of gravity waves propagat-
ing through the sodium layer. To analyze the results of the spa-
tial correlation technique, the linearized model of Chiu and
Ching [{1978] (Equation 5.25), which models the effects of a
gravity wave on the sodium layer, is used. The first-order per-
turbations of the Chiu and Ching solution can be written
ns(z) YH dns(z)

n'(z,t) = ~( + ) A cos(uwt - k x -k z) 4.15
v-1 y=1 dz X z

Taking the Fourier transform of the correlation function of the

first-order perturbations can be shown to be

FTaararr ), nlta,ey)s 3 = wee ) N )

= 5%%:T7 ((1+YH(<Z— 2n/kz))No(Kz~2n/xz)

+(1+yH(< + 27/x )N (x +2m/x )

z z' 0 Tz z
+(l—YH(—<Z+ ZW/XZ))NO(-KZ+2n/Xz)
+(l‘YH(—KZ—Zn/KZ))No(-Kz'Zﬂ/Xz) )
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If one defines the bandwidth of the sodium layer to be 2/ (RMS
width), and if these conditions hold: (1) bandwidth < 1/A2,
(2) the shape of the steady-state layer is Gaussian (i.e., the
RMS width is equal to the variance of the layer), and (3) the

layer is symmetric (N(£) = N(-£)), then Equation 4.17 results in

<n;§z),né§z)> = AyH/(Y-l)<dn0/dz,dno/dz>cos(w(tl-t2)+2ﬂz/lz) 4,17
Thus, as long as the wavelength is shorter than the width of the
layer, the correlation of n{z,t;) with n{z,t,) will be propor-
tional to the autocorrelation of the gradient of the sodium layer
multiplied by the wave perturbation. Since the correlation func-
tion under these assumptions is a function of t;-t, only and the
mean value of the layer perturbations is Zero, the stochastic
process describing the sodium layer density perturbations is
wide-sense stationary. One limitation of using the correlation of
successive profiles is that long-vertical-wavelength waves cannot
be accurately measured; this is in agreement with intuition.
Since less than one cycle of the wave is observed, wavelength es-
timation would be difficult, especially in the presence of noise.
For long wavelength waves, it is difficult to estimate the
wavelength due to the paucity of data. Célculating the gravity-
wave parameters from the data requires the following processing

steps:

1. Filtering the data to reduce noise effects.
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2. Calculating the average sodium profile for the entire
night, ng.

3. Calculating the perturbation about ng for the night,
i.e., n' = n - ng.
4. Calculating the correlation of n{z,ty) and n(z,t,).

5. Normalizing the correlation by the autocorrelation of the
gradient of the sodium layer (<dns/dz,dns/dz>).

6. Finding the correlation peak, by a quadratic least-
squares fit, which is related to the phase velocity (how
much they moved in £y-t; minutes) and find two successive
peaks or two successive valleys. The separation between
these two peaks or valleys is the wavelength.

A more accurate method of finding the wavelength is to cal-

culate the autocorrelation of each profile. Then, Equation 4.18

reduces to

' ' AvyH dnO dno
<n (z,tl), n (z,tl)> = — <—=, O cos(2nz/kz) 4.18

y=-1 dz dz

Thus, phase changes due to time are eliminated, and the dif-
ference of the frequency between the first valleys on either side
of the main correlation peak give an accurate estimate of
wavelength.

This technique to measure parameters of gravity waves in the
sodium layer was tested on simulated data, as well as actual
lidar data collected with the Urbana lidar facility. Two cases
are presented to demonstrate the accuracy and usefulness of this
technique.

Case 1 uses data calculated from the one-gravity-wave model
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with the parameters Ay = 5 km, T = 60 minutes, A = 0.03, o7 =3
km and 21 = 90 km. A plot (Figure 4.8) of the autocorrelation of
a sodium density profile (after step 4) shows that the autocor-
relation of the profile is enveloped by the autocorrelation of
the gradient of the sodium layer. 1If the wavelength of the
gravity wave is large, then the envelope will distort the cor-
relation valleys and produce an inaccurate estimate of the
wavelength (and violate condition 1). A plot of the correlation
of two sodium density profiles 10 minutes apart (Figure 4. 9)
demonstrates that the shifted peak of the correlation is related
to the phase velocity of the wave. Table 4.1 shows the results
of the correlation from simulations for 60 minutes of profiles
and demonstrates that this method produces accurate results
within a 3.0% error for wavelength and within 15% for vertlcal
pPhase velocity.

Case 2 uses the data collected on March 8, 1984, After
processing the data, the correlation technique is used to iden~
tify the wavelength and vertical phase velocity. Table 4.2 shows
the results of the calculations and identifies a 4.99 knm gravity
wave dominating the dynamics of the sodium layer for most of the
early evening. From 22:20 to 22:50, a longer wavelength wave in-
fluenced the region, suggesting that the dynamics of the sodium
layer are variable and subject to changes much more rapid than
the period of one gravity wave. The correlation technique can be
used to identify these rapid changes in the gravity-wave

structure.
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The autocorrelation of data calculated from the
one-gravity-wave model with a wavelength of 5 knm,
a period of 60 minutes, and an amplitude of 1.5
m/s. The vertical wavelength can be measured as
the distance between two successive peaks or two
Successive valleys after it is normalized by the
envelope, which can be shown to be the autocor-
relation of the gradient of the sodium layer.
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Table 4.1 Tabulated results of the correlation analysis of the
simulated data with a wavelength of 5 km, a period of
60 min, and amplitude of 1.5 m/s. The phase velocity
is calculated by correlating the spatial profiles at
time 1 and time 2. The wavelength is calculated by
autocorrelating the profile at the time listed. The
results show the correlation method accurately measures
the wave parameters.

Time (min) Phase Velocity
1 2 km/min
0 10 -0.0950
10 20 =-0.0823
20 30 -0.0741
30 40 =-0.0741
40 50 -0.0827
50 60 =0.0958
Average -0.0841
Actual -0.0833
Time Wavelength
(min) km
0 4.85
10 4.85
20 4.98
30 5.13
40 . 5.13
50 4.98
60 4.85

Average 4.97
Actual 5.0
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The correlation of two successive profiles of
simulated data with the same parameters as in
Figure 4.8. The phase velocity of the wave is 5
km/hr and causes a shift to the left of the main
peak of 0.83 km.
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Table 4.2 Tabulated results of the correlation analysis of the
data collected on March 8, 1984. These results can be
compared to the results of the ASPS which measured a
vertical wavelength of 5.1.

Time (hr:min LST) Phase Velocity

1 2 km/min
20:30 20:40 =0.015
20:40 20:50 =0.016
20:50 21:00 -0.023
21:00 21:10 =0.016
21:10 21:20 =0.0091
21:20 21:30 =0.021
21:30 21:40 =0.025
21:40 21:50 =0.042
21:50 22:00 =0.014
22:00 22:10 =-0.023
22:10 22:20 -0.018
22:20 22:30 =0.040
22:30 22:40 ~0.020
22:40 22:50 -0.0061
22:50 23:00 0.029
23:00 23:10 0.032
23:10 23:20 0.012
23:20 23:30 -0.020

Average of 20:30-22:30 -.0216
Time Wavelength
(hr:min LST) km

20:30 4.72
20:40 4.71
20:50 4.90
21:00 4.62
21:10 4.45
21:20 5.18
21:30 5.56
21:40 . 5.86
21:50 5.77
22:00 4.96
22:10 4.45
22:20 13.8
22:30 13.1
22:40 12.9
22:50 6.91
23:00 4.26
23:10 5.13
23:20 5.24
23:30 5.08

Average of 20:30-22:10 and 23:00-23:30 4.99

Period = wavelength/(phase velocity) = 231 min
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4.3.2.2 Temporal Correlation

The counterpart of spatial correlation is temporal correla-
tion in which successive temporal profiles are correlated to
determine temporal period and vertical phase velocity of the wave
features. 1In the tempofal case, the correlation function is not
distorted by the gradient of the layer except at the layer peak.
The expression for the correlation of two successive temporal

profiles can be written:

<n'(zl,t), n(zz,t)> =C, cos(wt + ZW/XZ (zl - zz) ) 4.19
n (z.) vH dn (z.) n (z,) H d
C2=A2( o ®1’ | o717y BotFl Y ny(z,)
y—-1 v=1 dz y-1 y-1 dz

where n; is the variation of the temporal profile about the mean
value of sodium density for that altitude. The procedure to cal-
culate the period and vertical phase velocity from the temporal
correlation is similar to the calculation for the spatial
correlation, except that there is no need to normalize by the
autocorrelation of the gradient of the layer (i.e., omit Step 5
of the spatial correlation technique). This is because the
gradient of the layer affects only the variations in altitude,
not the variations in time at a specific altitude. Again, two
cases are used to demonstrate the accuracy of this technique; one

with simulated data and one with actual lidar data.
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Case 1 uses the same data used for Case 1 of the spatial
correlation. The temporal profiles are shown invFigure 4.10 (at
each altitude the profiles were normalized to have the same peak-
to-peak values). The correlation of two successive profiles at
altitudes of 86.5 km and 87.5 km is shown in Figure 4.11. This
plot shows the sinusoidal oscillations of the wave at the period
of the gravity wave and the offset of the peak closest to zero is
related to the phase velocity (since the wave features propagate
down, the phase velocity is the first peak on the negative time
axis). Figure 4.12 shows the autocorrelation of the profiles at
86 km and demonstrates that the autocorrelation function is peri-
odic at the same period as the gravity wave. Table 4.3 gives the
results for a two-hour period of simulated data for all the al-
titude ranges. The results demonstrate that the method gives ac-
curate results for the simulated data with a maximum error of 10%
for period estiﬁation for altitudes not near the peak of the
layer or the tails of the layer (where the sodium density falls
off to small values) and a maximum error of 15% for the vertical
phase velocity.

Case 2 again uses the data from March 8, 1984, during the
period from 20:30 to 23:30, to calculate the period and vertical
phase velocity. A plot of the temporal profiles is shown in
Figuré 4.13. Table 4.4 shows the results of the temporal cor-
relations and demonstrates that the double-frequency component of
the gravity wave at the layer peak distorts the estimates of

period and phase velocity there. Also, the variability of the
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Temporal profiles of sodium density variations.
The simulated data have a wavelength of 5 km, a
period of 60 minutes and an amplitude of 1.5 m/s.
The plots at each altitude have the mean density
at that altitude subtracted, and the plots are
normalized so each altitude range has the same
peak-to-peak variations.
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Correlation of two successive temporal profiles
from Figure 4.11. The two altitudes are 86.5 km
and 87.5 km. The period of the gravity wave can
be calculated from two successive peak or two suc-
cessive valleys and the shift of the center peak
is related to the phase velocity of the gravity
wave. It is known the the center peak will move
to the 1left since the gravity wave phase fronts
always propagate down.



ZOHSADICCMOADOO

Figure 4.12

-2

-2

-3

< 10E+87

.EPE+06 |

«2PE+D6 |

2PE+B6

+EPE+ 26 |

«1DE+ 97

74

-2.08 -1.2@ -3.4@ @.49 1.29 2.2
TIME C(HR)

Autocorrelation of a temporal profile of the simu-
lated data plotted in Figure 4.11 at an altitude
of 86 km. The autocorrelation shows that the
period of the wave can accurately be measured form
two successive peak or two successive valleys.
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Table 4.3 Tabulated results of the temporal correlation analysis
of the simulated data with the simulation having the
parameters: wavelength of 5 km, period of 60 min, and
amplitude of 1.5 m/s. The correlation of two temporal
profiles at altitude range 1 and altitude range 2 are
used to calculate the phase velocity. The autocorrela-
tion of the temporal profile in the specified altitude
range is used to calculate the period.

Altitude Range (km) Phase Velocity
1 2 km/min
80-81 81-82 -0.0825
81-82 82-83 -0.0813
82-83 83-84 -0.0768
84-85 85-86 -0.0868
86-87 87-88 -0.0946
88-89 89=-90 =0.0737
92-93 93-94 =0.0941
94-95 95-96 , -0.0877
96-97 97-98 -0.0805
88-99 99-~100 =-0.0809
Average -0.0838
Actual -0.0833
Altitude Range Period
km min
80-81 59.2
81-82 66.6
82-83 59.4
83-84 67.8
84-85 58.1
85-86 58.6
86-~87 65.4
87-88 57.5
88-89 66.0
90.6-91.0 29.0 (layer peak)
90-91 62.4
91-92 66.0
92-93 59.4
93-94 66.6
94-95 59.5
95-96 60.6
96-~97 66.6
97-98 54.7
98-99 64.2
Average 62.4 (not including

90.6-91.0 km)
Actual 60.0
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Table 4.4 Tabulated results of the temporal correlation analysis
of the data collected at the Urbana lidar site on March
8, 1984. The altitude ranges were chosen so the den-
sity of sodium was large enough to produce good phase
velocity and period estimate.

Altitude Range (km) Phase Velocity
1 2 km/min
84-85 85-86 -0.020
85-86 86~-87 =-0.029
86-87 87-88 =-0.037
87-88 88-89 -0.12 (near
91-92 92-93 =-0.072 peak)
94-95 95-96 -0.050
96-97 97-98 -0.022
97-98 98-99 -0.019
98-99 99-100 -0.,024
Average (except near layer peak) -0.023
Altitude Range Period

km min

84-85 208

85-86 242

86-87 212

87-88 144 (near

88-89 97.8 layer

91-92 129 peak)

92-93 229

93-94 242

96-97 175

97-98 254

98-99 210

Average(except near the layer peak) 222

Wavelength = Phase Velocity X Period = 5.1 km
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gravity-wave activity is shown by the variation of the values in
altitude.

An assumption made in the correlation technique is that only
one gravity wave is dominate in a spatial or temporal profile.
Clearly, this assumption is not always true since typically a
spectrum of wave energy is seen in the data, but for certain data
sets one'gravity wave appears to dominate the gravity wave
spectrum (as calculated in the periodogram estimate of the power
spectrum) and thus the wavelength and period calculations are
valid only in these regions. Other assumptions including the
wide-sense stationarity of the density perturbations and linear
response of the sodium layer to gravity waves do not hold in
general, but do allow for calculation of gravity wave parameters
(with intrinsic error depending of the level of disagreement of
the theory with the data).

Thus, the correlation technigque is a methed to accurately
determine gravity-wave parameters when it is clear that one
gravity wave is dominating the dynamics of the sodium layer.
This technique can also be used to determine the variability of
the dynamics of the upper mesosphere by observing the variance of

the period, wavelength, and vertical phase velocity estimates.

4.4 Estimate of the Variability of Gravity-Wave Perturbations

in the Lidar Data Using the Wigner Distribution

In Section 4.3, two techniques to determine the gravity-wave

parameters from sodium lidar data were described. These tech-
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niques implicitly assumed that wide-sense stationary (i.e., non-
time-varying mean) gravity waves were present in the data. The
results of gravity-wave parameter estimation showed that the as-
sumption that gravity waves were stationary in the atmosphere was
not always valid (or valid for only short periods of time). Sec-
tion 4.4 introduces a technique that analyzes how the frequency
component of the gravity waves varies with time and shows that
gravity waves are not in general stationary but can vary greatly
over relatively short time periods. Also, features in the time-
temporal frequency domain or space-spatial frequency domain can
be traced over variations in time or variations in space,
respectively.

The Wigner distribution was first proposed by Wigner [1930]
for an application in guantum mechanics. It was rediscovered by
Ville [1948] and de Bruijn [1973], who developed the mathematical
theory of this distribution. Claasen and Mecklenbrauker [1980a,
1980b, 1980c] showed that the Wigner distribution was a powerful
tool in the time-frequency analysis of signals. A complete
development of the Wigner distribution, both the continuous.and
discrete forms, can be found in these papers. Also in this set
of papers, is the relationship of the Wigner distribution to
other time-frequency distributions. It was shown that the Wigher
distribution is related to the other forms of the time-frequency
distribution typically by a smoothing operation.

The Wigner distribution, which is defined by
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W(t,w) = [ edut £(t+1/2) f*(t-r/Z) dt 4,20

can be shown to be part of a general class of mathematical time-
frequency functions first introduced by Cohen [1966] and Mar-
geneau and Cohen [1967]. The Wigner distribution can be shown to
have properties that make it an effective analysis tool for time-
frequency analysis. These properties are briefly summarized
here; a more rigorous analysis can be found in the references.
The properties are: (1) The integral of the Wigner distribution
over the time variable produces the power spectrum of the signal.
(2) The integral of the Wigner distribution over the frequency
variable produces the magnitude of the signal squared.
(3) Shifts in the time (or frequency) of the signal produce the
same shift in the time (or frequency) variable of the Wigner
distribution. (4) Signals bounded in time (or frequency) produce
Wigner distributions bounded in time (or frequency). (5) The
first moment of the Wigner distribution in the time variable at a
fixed frequency is equal to the group delay of the system at that
frequency. (6) The first moment of the Wigner distribution in the
frequency variable at a fixed time is equal to the instantaneous
frequency of the signal. (7) The Wigner distribution is real
valued. Unfortunately, one property which the Wigner distribu-
tion does not possess is that the values of the Wigner distribu-
tion are not always positive. Thus, the Wigner does not give ex-
actly the time-frequency response of the signal, but is one of a

class of representations which pProduce similar time-frequency
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responses. Since the Wigner distribution does not possess the
positivity property, it is possible to produce negative energy
values in the distribution, but with proper smoothing, these
values can be reduced.

The Wigner distribution has been used to analyze a variety
of signals including speech processing (Chester [1982]), seismic
data, geomagnetic fluctuations, and loud speakers (Janse and
Kaizer, [1983]). A fast algorithm using the fast Fourier trans-
form (FFT) is described in Janse and Kaizer. This algorithm ac-
tually calculates a pseudo-Wigner distribution, as described by
Claasen and Mecklenbrauker (1980a]. It is necessary to calculate
the pseudo-Wigner distribution, since the data must be windowed
in the time domain to produce finite limits of integration. By
introducing this window, the pseudo-Wigner distribution is essen-
tially the exact Wigner distribution convolved with the Wigner
distribution of the window function. Thus, the pseudo-Wigner
distribution is a spread version of the Wigner distribution and
lacks some of the analytic properties of the Wigner distribution,
including: (1) The integral of the pseudo-Wigner distribution
over the frequency variable does not produce the exact power
spectrum. (2) A signal bounded in the frequency will not neces-
sarily have a pseudo-Wigner distribution bounded in frequency due
the convolution of the Wiéner distribution with a potentially un-
bounded window function. (3) The first moment of the time~domain
variable will not exactly equal the group delay. For normal win-

dow lengths of the data, the pseudo-Wigner distribution will
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closely approximate the Wigner distribution and the pseudo-Wigner
distribution will have the same properties as the Wigner
distribution.

The Wigner distribution was used on lidar data to determine
how the spectral eénergy of the data was distributed. Since the
lidar data are two-dimensional, it is possible to produce both a
temporal and spatial Wigner distribution by fixing either the al-
titude or the time. To improve the resolution of the pseudo-
Wigner distribution and reduce the interference between the posi-
tive and negative frequency components, a technique that forms
the analytic signal from the real signal was used (Janse and
Kaizer [1983]). The analytic signal can be written in the

Fourier domain as:

ZF(UJ) w
F (w) = F(w) w
a

0 w

Aoy
SO o
o
N
-

where F, is the Fourier transform of the analytic signal, and F
is the Fourier transform of the signal. fThis analysis using the
analytic signal was performed for both the spatial and temporal
Wigner distributions.

The spatial pseudo-Wigner distribution was calculated by

first subtracting the average steady-state layer for the night of
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data, which was estimated by averaging all the profiles for that
night, integrating these 10-minute perturbated profiles over a
short period, and then calculating the analytic signal of the in-
tegrated signal. Finally, the pseudo-Wigner distribution was
calculated using the fast algorithm. Figure 4.14 shows the
pseudo-Wigner distribution of the data collected on March 8,
1984, from 23:30 to 23:50 CST. The results show that}the layer
shape greatly influences the spectral components of the wave.
Near the peak of the layer, less spectral energy is observed than
on the sides of the layer, where the gradient of the layer is
large.

The temporal pseudo-Wigner distribution was calculated by
integrating the density variations in an altitude range and sub-
tracting the average value to reduce the finite window effects in
the data. Then, the analytic signal for the spatially integrated
temporal profile and the pseudo-Wigner distribution were
calculated. A plot of the temporal pseudo-Wigner is shown in
Figure 4.15 for the altitude range 85 to 87 km. The variable na-
ture of the gravity waves in the atmosphere is clearly shown in
this plot as the energy at temporal frequencies varies over short
time. If stationary gravity waves were present, then energy would

be at fixed frequencies and would not vary with time.

4.5 Processing of Lidar Data

To process lidar data more easily, a menu-driven software

program was implemented. Section 4.5 describes the processing
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Figure 4.15 Temporal pseudo-Wigner distribution of the data
collected on March 8, 1984 in the .altitude range
85 to 87 km. While the data were collected, there
was a significant change in the spectral con-
ponents of the perturbations of the sodium layer.



86

sequence typically used to analyze the lidar data.

The program allows for the input of a data set or simulated
data for any of the models derived in Chapter 5. After the data
are read into the brogram, the following functions can be per-

formed in any sequence:

-Spatial filtering

-Temporal filtering

-Spatial periodogram analysis

-Temporal periodogram analysis

-Spatial correlation

-Temporal correlation

-Spatial pseudo-Wigner distribution analysis
—~Temporal pseudo-Wigner distribution analysis
~Plotting of spatial profiles

-Plotting of temporal profiles

-Normalization of profiles by column abundance
-Calculation and plotting of column abundance
-Calculation and plotting of centroid

=Calculation and plotting of RMS width -
-Calculation of the velocity profiles from lidar data
-Writing data out to a file

-Changing default parameters in the data file.

A typical processing sequence of lidar data collected at the
University of Illinois 1lidar facility is diagrammed in Figure
4.16. The first step of processing the data begins with deter-
mining the filter cut-off ffequencies for the temporal and spa-
tial Hamming window filters from the average temporal and spatial
periodograms. The data are filtered using these cut-~off
frequencies and the two-dimensional Hamming window filter
described in Section 4.1. The data can then be plotted either

spatially or temporally to observe any qualitative features that

might be in the data. Next, the temporal and spatial periodogram
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estimates of the power spectrum of the raw data are plotted to
check for gravity-wave signatures in the data. Typically, spa-
tial periodograms are made for every hour of data, and temporal
periodograms are made for every 2 km of data. Also, the RMS
width, height, and column abundance variations during the night
are plotted to see if any gravity-wave or chemical effects can be
isolated. If gravity waves appear to dominate the power spectral
estimates then the temporal and spatial correlation techniques
are used to determine the wavélength, period and vertical phase
velocity of the gravity wave. Next, 1if good estimates of
gravity-wave parameters are made, then data are simulated using
the models, and the simulated data are processed to determine
whether the model correctly predicted the features. Pseudo-
Wigner distributions are also calculated to determine the
variability of the gravity-wave features.

A further processing step, especially useful if concurrent
wind-velocity measurements are available from the meteor radar
(Avery and Tetenbaum [1983]), is to calculate the wind velocity
from the lidar data as‘derived in Chapter 5. The wind velocity
profiles can then be processed with identical procedures used to

process the sodium density data.
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5.0 THEORETICAL DEVELOPMENTS

Modeling the effects of a single monochromatic wave in the
atmosphere has been investigated by Chiu and Ching [1978] and
Gardner and Shelton [1985]. Tidal oscillations of the sodium
layer were observed and modeled by Batista et al. [1985]. This
chapter extends the model of the sodium~layer/gravity-wave inter-
actions to include the effects of multiple gravity waves and
gravity-wave/mean-flow interactions on the sodium layer. The
layer sensitivity to specific wavelengths of gravity waves is
also derived and shows that the layer selectively traces
gravity-wave activity. By modeling the sodium layer with more
realistic atmospheric conditions, it is possible to understand
and isolate the mesospheric dynamical features and ascertain the
- importance of gravity waves in the overall energy balance in the
atmosphere. By understanding the layer dynamics through modeling -
its response, lidar data can be compared to other atmospheric

remote-sensing data.

5.1 Review of Gravity-Wave Theory

Hines [1960] first associated irregularities detected in the
atmosphere with the occurrence of gravity waves. Mathématically,
Hines derived a dispersion relation for the existence of éravity
waves by using the four equations that describe the state of the

atmosphere: Newton's second law, the equation of energy
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conservation, the continuity equation, and the equation of state.

These equations are:

6¥
p— ~-pg +Vp = 0 5.1
8t
4t d (1, _
Svar trg G =o 5.2
8o
— + V(o¥) = 0 5.3
8t
P = oRT 5.4

where

<o

POl o NTeRe]

the density of the atmosphere,

the velocity field of the atmosphere,
the atmospheric pressure,

the acceleration due to gravity,

the specific heat at a constant volume,
the temperature,

the gas constant.

o ununn

If the following assumptions are made:

(1)
(2)
(3)

that the atmosphere is uniform in both temperature and
composition,

that wave motion behaves linearly (i.e., ¢ =0+P',
pP=p,*tp', and Y=(vxrorvz))l

that the gravitational acceleration is constant in both
magnitude and direction,

that the atmosphere is invisciqd,

that the wave motion is sinusoidal; then the pressure,
density, and velocity fields can be written
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. . .
vax _]Kxng =0

5.5
jwvz + gD' - g(l+szH)p' =0 5:6
_1 i
"Y— Vv - _]UJ'YO' + jwp' = 0 5.7
H
-3 - : . . 5.8
IRV, - (W + 3k, V, *Jus’ = 0

where H=a2/Yg is the fluid scale height, and the perturbations
due to wave oscillations can be written in complex Fourier form,
proportional to exp(j(wt-Kxx—Kzz)). The determinantvof Equations
5.5 through 5.8 can be calculated, and a nontrivial solution ex-
ists only if the determinant equals zero. This equation formed
by setting the determinant equal to zero is known as the disper-
sion relation, and relates the period of the wave, the horizontal
and vertical wavelengths of the wave, the ratio of specific heats
of the atmosphere, the speed of sound in the atmosphere, a=vypy,
and the gravitational constant. The dispersion relation can be

written

Z
&

2.2,.2 2 2,2 .2
W - woa (Kx + KZ) + (y-1) g KX + jw Yng =g 5.9
Equation 5.9 shows that Ky and K, cannot both be real and nonzero
(Georges [1967]). Assuming that properties of the medium do not

change horizontally, and that there is no dissipation of the wave
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in the atmosphere, then the horizontal wave number must be real.

Thus,

K, = k, + jky4 5.10
and
K, =k

X X°

Therefore, Equation 5.9 reduces to
2k,k,;a%0? = v g k, 02, 5.12

Thus, by solving Equation 5.12 either

k, = 0 5.13
or
; 1
k =..Y_.g.._=____ 5-14,
24 2a2 2H

where H is the scale height of the atmosphere. If k,=0, then the
solution corresponds to a surface or external wave. Thus, the
second choice (k,3 = 1/2H) 1is of more interest. This solution
implies that the wave grows exponentially with height, but it is
also consistent with conservation of energy (Equation 5.2). The
exponential decrease of the atmospheric density causes the wave
energy density to be constant with height. Even with the
amplitude of the wave growing exponentially with altitude, the
wave energy is constant.

By using the real part of the dispersion relation and defin-
ing an acoustic cut-off frequency (Hines [1960]) as wy= g/2a. And
also noting that the Brunt-Vaisala frequency, which is the

frequency at which a fluid parcel oscillates about its equi-
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librium position, can be written

(Y-l)g2

Wy = 7 5.15
a

Then the general conic form of the dispersion relation can be

written (Georges [1967])

5.16
) az(wé - wz) 9 a2
“ 2 3 as * ok = =1
w (w" - %) L w2

For 1<v<2 (typically in the atmosphere Y=1.4), then Wgy > Wy
and there are three frequency ranges of interest for atmospheric
studies. Georges [1967] showed that the three regions of the
solutions refer to different types of conic solutions to Equation
5.16 and this leads to three different types of wave
oscillations. For w< Wp < Wy, the lines of constant w in Equa-
tion 5.16 are hyperbolae in the ky~k, plane and produce waves
that are influenced more by gravity than by compressional
effects. The waves propagate vertically and are referred to as
internal gravity waves. For the case of wp<u<wy, either ky or k,
must be imaginary; thus, the solutions are evanescent waves, and
the waves transport no energy or momentum. Finally, for<ub<wa<w,
the lines of constant o form ellipses in the ky=k, plane, showing
that the waves are influenced by compressional effects more than
gravitational effects. The resulting waves are longitudinal
waves, commonly referred to as acoustic waves. One way to

describe wave motion is to consider the paths followed by fluid
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parcels. These parcel orbits, called the polarization relations,

were first derived by Hines [1960] and can be written

P=P, . 0=y ) XE = XE - eJ(wt—Kxx-Kzz) .
pOP DOR X Z
5.18
. 2
’ jvgw
P = ywkK -
z 2
a ) 2 5.19
2 B 2 Jng
R = K - -
WK+ iy l)gKX 5
a
X = wK K a®- jgwk 320
X z X
Z = w3 - u.)K;?;a2 5.21

It is interesting to note the parcel orbits in two extreme cases.
First, consider the case where the wave is influenced solely by
compressional effects and no gravity effects, i.e., g => 0; then

the parcel orbits can be reduced to

The parcel orbits are therefore parallel to the direction of wave
propagation, making them longitudinal or acoustic waves. In this

case, V, and V, are in phase. On the other extreme, if there are
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no compressional effects (which implies a->0) and gravity is the

only driving force, then

If k, >> 1/2H, then the parcel orbits are perpendicular to the
direction of wave motion, and the waves are transverse (or
gravity) waves. _In this case, V¢ and V, are 180° out of phase.
In general, the atmospheric waves are a mixture of pure
acoustic and pure gravity waves. Acoustic~-gravity waves have
parcel orbits that are elliptic. Figure 5.1 shows the parcel mo-

tions for various frequencies.

5.2 The Model of One Gravity Wave in the Sodium Laver

The linear model, relating interactions of a monochromatic
gravity wave with the sodium layer, was first derived by Chiu and
Ching [1978] by solving the linearized equations of continuity:

8 n' 1 dn a' n'

(—+¥0) —+ (— ——s—sz) (1+——)vz—jz<x(1+—-)vx= 0 5.24

dt n n dz
s S ns ns

Here, it was assumed that the velocity field was due to gravity

waves (Hines [1960]). The solution, which can be written as

n'(x,z,t) 1 vyH dn 0

n (z) y~1 n dz )
s s



Figure 5.1

96

Typical air parcel orbits for internal gravity
waves of various frequencies (after Georges,
1967).
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o
i

the linear (first-order) perturbation of the
unperturbated sodium layer, ng(z),

Y = the ratio of specific heats,

H = the scale height of the atmosphere and is assumed
to be a constant in the region of the sodium layer,

Pa = the background atmosphere density,

pgz' = the neutral atmosphere linear perturbations.

The perturbations of the neutral atmosphere can be written

0 j(wt-Kxx-Kzz)
— = Ae 5.26

where A is equal to the amplitude of the gravity wave, w is the
temporal frequency of the gravity wave, ky is the horizontal wave
number, and,KZ=kz+j/2H, k, is the vertical wave number. From
Equation 5.25, chiu and Ching showed that the sodium layer will
amplify the gravity-wave effects on the sides of the layer, where
the gradient is largest, and will not amplify the wave effects at
the peak of the layer, where the gradient is small. Also, there
is a 180° phase reversal at the peak of the layer due to the
change of sign of the gradient. The solution was shown by chiu
and Ching [1978] to agree with the experimental results of
measurements of the ozone layer, the atomic oxygen layer, the
sporadic E layer, and the D and E regions of the ionosphere.
Gardner and Shelton [1985] solved the equations of con-
tinuity to find a more exact solution of the density response to

a gravity wave in the sodium layer. To solve this equation, they
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made several assumptions: (1) The diffusion time of the minor
constituent (sodium) forming the atmospheric layer is much
greater than the period of the atmospheric waves, which induce
the observed density perturbations. This implies that the
velocity field of the minor constituent equals the atmospheric
velocity. (2) Only wave-induced dynamics are consideied; no
chemical effects are included. This reduces the source and sink
terms to zero. (3) The sodium layer has a density profile ng(r).
(In the absence of wave activity, it is a function of position
only, where r is the vector representation of Cartesian coor-
dinates (X,¥,2).) (4) The vertical wavelength of the gravity wave

satisfies the inequality:

A << 4mH 5.27

Furthermore, it was assumed that the solution has the form:

- ¢
n(z,t) = e ns(;**g) 5.28

The factors ¢ and represent perturbations of the background

e

density ng. In general, 8 has horizontal and vertical
components, i.e. Gx and Gz. These terms account for displace-
ments in the layer as it is swept along by the gravity wave. The
factor exp(¢) accounts for density perturbations that would

result in a homogeneous atmosphere due to gradients in the
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gravity-wave velocity field.

Substituting 5.28 into the equation of continuity results in

the following partial differential equations:

= = -(V.l + _.Z'v‘b)

|

Vo ) 5.30

~(v. +
x X

<

T—E = -(VZ + -VOZ)
st 5.31

<

To solve Equations 5.29 through 5.31, the velocity field of the
gravity wave must be known. The velocity field of a

monochromatic gravity wave is, in general, given by Hines [1960]

V = A Re| ej(ut-Kxx-Kzz)}

3
= 5.32
with
2
K Hw w
5 = J__}E y (1 - b 5.33
X K -1 wz
z Y
e u 5.34
8, = 10 =~ =
z y-1 (y l)Kz

Gardner and Shelton determined the solution to be
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(1 - ¢( A eZ/2H cos(mt-kxx-kzz) .

v-1 5.35

n(x,z,t) =

ns(z - % A eZ/ZH cos(wt—kxx-kzz))

They showed that nonlinearities of the solution can affect the
response of the layer for large-amplitude waves, but for waves in
the amplitude region in which the velocity field (assumed by the
solution) is valid, the linear and nonlinear solution are very
close. However, it is important to note, that if the amplitude
of the waves are allowed to get large, then other nonlinearities
of the atmosphere, such as wave breaking and saturation, will
distort the waves and thus contradict the velocity field assumed
for this solution.

Gardner and Shelton also used the linear solution to predict
the spectral signature of a monochromatic wave. They showed that
the normalized average spatial power Spectrum (ASPS) of a
gravity=~wave perturbing the layer can be expressed in the
spectral domain as the Fourier transform of the steady~-state
layer added to the Fourier transform of the linear perturbations.
The expression can be written assuming no amplitude growth of the
wave in the layer (Equation 5.27), and the layer has a Gaussian
shape defined by

n (z-z )2/242
el W Ad-4 [o}
9 . s L 5.36

as
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2 o2 A 2 '("'kz)"f 2 2.2
ASPS = n, {e 1 +(m ) e (1 + (»c—kz) Y'H?) } 5,37

where K is the transform variable and 0 is the width of the
Gaussian layer.

Thus, it was shown that the spectral signature of a gravity
wave, with these assumptions, is a notch in the power spectrum at
the frequency of the wave and two peaks in the power spectrum of-
fset from the notch. The offset disfance is related to the width
of the layer and the atmospheric parameters and the frequency of

the two spectral peaks can be written

< =« £ /1762 - 1/ 22 5.38
z z L
peak wave
The model for the sodium layer can be used to predict the
response of the layer height, width, and column abundance. The
the height, 2

column abundance, C g+ and the width, og ©f the

s’
sodium layer are calculated using the definitions of the moments
of the layer as noted in Chapter 4, Equations 4.7 through 4.10.
Analytic expressions for Csr Zg and g4 can be derived using
the linear solution and can be written in terms of the steady-
state layer (C

Zgg and o and a perturbation solution. A

ss’ SS)

Gaussian shape for the steady-state layer with a width oy
(Equation 5.36) is also assumed for this calculation. The expres-
sions can be written, by using the moment theorem (Papoulis

[1965]), as:
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Cy = Css + ACS 5.39
Zs = Zss + AZS 5.40
Og = Uss + Acs 5.41

The column-abundance, width, and height perturbations can be cal-~
culated in terms of the magnitude and phase. Since the phase of a
harmonic signal is always relative to some origin or start time,
the phase of the variations of the column abundance, width, and
height are taken relative to the phase of the gravity wave caus-
ing the perturbations, i.e. the phase of the gravity wave is as-
sumed to be zero. Assuming Equation 5.27 holds, these perturba-

tions of the column abundance, height, and width can be

expressed:
22 2
/2H -k“0s/2 Cc
2 z 5.42
,ACS, = (A e S e Z 1 )2 SS 2 (l + (k YH)Z)
(y=-1) z
-1 szH
phase(ACs) = tan ( = ) 5.43
22
z /2H -k gS/2
2 - _A 5 z 1 2 2 2 _ 2 232 5.44
lAZs, (Y‘l e ) [(YH(kz o] 1) + (kzsl) ]
-k 02
phase(AZs) = tan_l( z L ) 5.45

22
YH(kzc1 1)
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22
A z /2H  ~k“0l/2
2 A -
laol® = ( e ® e 21 % [(k2 2 4 (yHk o2 (2-x52))? 1 5.46
Z(Y—]-)Gl 1 z 1 Z ].
5.47
_y, -G - 2
phase(dc ) = tan ( z )
s 2
k o
z 1

Equations 5.42 and 5.43 are used to derive the plots shown
in Figure 5.2. The results show that the column-abundance varia-
tions are sensitive to wavelength. A wave with a wavelength
below 5 km is undetectable in column-abundance variations.
Depending on the width of the layer, the column abundance varia-
tions reaches a peak in the 10 to 15 km wavelength range. This
agrees with the observed gravity-wave effects on the column abun-
dance and also explains why lidar systems typically detect waves
with a 5 to 15 km wavelength. The phase variation of the column
abundance (Figure 5.2b) shows that the oscillations are ap-
proximately 90° out of phase with the gravity wave and vary
linearly with wavelength. The variation of the height (centroid)
of the layer with wavelength and width of the layer is shown in
Figure 5.3. The height of the sodium layer is more sensitive to
certain wavelengths and layer widths. A peak occurs at Kz=zvcl.
Figure 5.3b shows that the phase of the variations relative to
the gravity wave vary greatly depending on the wavelength. For
small wavelengths, there is a =-180° phase shift relative to the

gravity wave, but for large wavelengths the phase shift is 09, as
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seen in Equation 5.45. For wavelengths between the two extremes,
the behavior follows the curve of an arc tangent; thus, the phase
reverses rapidly.

Figure 5.4 shows the width variations versus wavelength of a
monochromatic gravity wave for several layer widths. Similarly
to Figures 5.2 and 5.3, Figure 5.4 shows that the width varia-
tions reach a sharp maximum, but the maximum occurs at shorter
wavelengths than those observed for the column abundance or
height. The phase of the width variations is very similar to
that of the height variations except the phase ranges from -90°
to 90° relative to the gravity wave, and the wavelehgth at which
the phase changes is larger than that observed for the height
variations. |

By comparing Figures 5.2a2, 5.3a, and 5.4a, one can draw
several conclusions concerning the importance of the layer sen-
sitivity to the wavelength of the gravity wave and to the width
of the layer in the analysis of lidar data. For the width and
height, there appears to be a sharp peak in magnitude where the
response of the layer is most sensitive, and a sharp valley at a-
higher wavelength, where the response is least sensitive. Both
the width and height show a maximum response to approximately the
same wavelength for the same width of the layer (i.e., for 01=3
km the range from about 7 to 11 km has the greatest response for
both the height and width). Also, the height and width have a
minimum response to a gravity wave, depending on the width of the

layer at about twice the wavelength of the maximum response.
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Above the minimum response wavelength, the curve for the width
and height variations grows asymptotically to a constant value,
but as the wavelength becomes large, the assumptions made in the
derivation of the model break down, so the results are no longer
valid. The column abundance, in contrast to ﬁhe height and
width, has a peak response at about Az=2nol and falls off
asymptotically to a constant value at higher wavelengths. Also,
the wider the layer is, the less sharp the peak of the curve, and
thus, the column abundance is less sensitive to wavelength
variations.

In terms of dynamics of the layer, these curves show that
the layer has a wavelength at which the the response is "tuned"
to the layer width. This means that the gravity wave pushes the
maximum amount of sodium up to maximize the height variations of
the layer. At a different wavelength, the gravity wave pushes
sodium vertically away from the center of the layer to maximize
the width. Finally, at a third wavelength, the gravity wave
horizontally pushes sodium into the observed point in the layer
to maximize the column abundance. The same is also true for the
minimum points in the variations of the width and height.

Figures 5.2b, 5.3b, and 5.4b show the phase of the height,
width, and column-abundance variations referenced to the phase of
the gravity wave(i.e. the pPhase of the gravity wave is assumed
zero). These figures indicate that, for gravity waves with small
wavelength (Ay<2 T0y) the width and column-abundance variations

are 180° out of phase. The height variations lag the width
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variations by 90°, This implies that short-wavelength gravity
waves affect the layer first by broadening the layer, decreasing
the column abundance, and causing a rise in the height of the
layer. Then, a half gravity-wave cycle later, the layer becomes
narrower, the column abundance increases, and the height of the
layer decreases. For larger waves (i.e. =12 km for a 0y=3
km) the only change is a 180° phase shift in the width
perturbations. Thus, as the colunmn abundance increases, the
width increases, and the height of the layer increases (lagging
by 90°). Then, the column abundance decreases, the layer narrows,
and the height of the layer decreases. Figure 5.5 shows the
results for the height, width, and column~-abundance variations
for simulated data, with A,=5 km, the wave period, T, equal to
one hour, ana the background density variations equal to 3%.
These simulated results agree with the analytic results and

graphically show the same effects of a gravity wave on the layer.

5.3 Sodium Layer Models with More Realistic Atmospheric

Conditions

The one-gravity-wave model can be used to derive many
characteristics of the sodium layer. But, in the atmosphere, a
more complex situation typically exists. One way to model the
compiex atmosphere is to model several possible scenarios. Then,
when analyzing the data, categorize the data into one of the

models. 1In Section 5.3, two more complex dynamical models of the
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the sodium layer, which are extentions of the one-gravity-wave

model of Shelton and Gardner [1981], are derived and simulated.

5.3.1 Two-Gravity-Wave/Sodium-Laver Model

To include the effects of two gravity waves, the velocity
vector for the two gravity waves is assumed to be the sum of the
velocities of each gravity wave separately, i.e., Vp =y, + v,.
This approach ignores the nonlinear coupling of two gravity waves
and is valid only when the amplitudes of the gravity waves are
small. Typically, the amplitude of the background density varia-
tions is on the order of a few percent of the neutral atmosphere;
hence, the approximation is valid.

With this assumption, a perturbation series solution to
Equations 5.29, 5.30 and 5.31 can be found (Gardner and Shelton

(1985]). Assuming that ¢, 8¢ and 6 , can be represented as:

o (z, t) = z o.(r, t) _ 5.48
N 1 =
1=0
0 (g, ) = 1 0 (zr, t)
p:4 i=0 Xi = 5049
o, () = 1 o (g, v)
i=0 ?i 5.50

it can be shown that
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- _rt
o, = {m dt ¥ - Vo, i>o0 5.52
t
o, = -[ 4
X, Im Y 5.53
j't
0 = =jdt ¥Y-vo 1>
i - %4 5.54
ot
0, = “idv v, 5.55
0 -
t
o, = =[dv ¥y .v o i>o 5.56
1 ~o i-1

bg s 6X0 and 0,, are all terms on the order of the wave
amplitude. ¢, 043y and 9,1 are all terms on the order of the
wave amplitude raised to the i+1 power. Since the wave amplitude
is assumed small (typically A e2/2H - g3 o .07), only the
firsﬁ two terms of the expansion are needed in the approximate

expression for ¢, by and 8,. These terms are

. A
i /24
¢O = - —= eZ/2 cos(wlt—kx x*kz z) - 2 eZ/2H cos(uzt-k_ x=k_z) 5,57
y-1 : 1 1 y=1 2 %
1, 1 2028 2
= = _— ) - -k 5.58
®) 5 ( — e cos(wlt kxlx le) )
1, %2 z/2H o _ 2
+ 3 (;:T e cos(wzt kx X kz z))

2 2
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sin((wl— wz) t - (kx —kx ) x - (kz —kz ) z)

A, A
1 772 1 2 1 2
1 & By * k)8 ( o] -
sin((w, + w,) t = (k_ +k_ ) x - (k. +k )z)
2 /H 1 2 xl x2 zl 22 :
-e wy, + w
1 2
5.59
A.8
1%x
= - L oz/2H cos(mlt—k x~k_ 2z)
0 “1 1 E
A.B
2 x
- 2 eZ/ZH cos(wzt—k x-k z)
) 2 %
5.60
2 2
Al 8x A2 Sx .
. = S eZ/H cosz(wlt-k x-k z) + 2 e~ cusz(;7t-k x—-k
1 2w, (y=1) 17 20, (y=1) R
Bxl sz sin((wl-wz)t - (k,~ éz) < r)
—AlAZ( — kl' 82 P — kz' Sl) ( ( _ ) -
“1 “2 it A
z/4 stallupruyde = G+ k) - )
- (w,+ ) )
i 72
A3
172 -
= - 1 eZ/zh cos(w. t-k x=k_ z)
20 Y1 105
A8 5.61
27z, /24
- e/ <n cos{w, t~k x-k z)
w 2 X z

2 "2 2
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2
Al Bz A; Bz 5.62
Oz = 1 eZ/H cosz(wlt—kx x-kz z) + eZ/H cosz(m t-k_ x-k z)
1 26, (y=1) ] 2u, (y-1) 20 xy T
Bz Bz sin((w,~w, )t = (k.- K Yy - )
~A A ( ___];K 8. + _Z_K 8 ( 1 72 =1 =2 =
172 Wy =] =2 w, =2 =] (wl- wz)

sin((wl+w2)t - (§l+ k) - x)

(wl+ wz)

with the gravity waves having the wind velocity vectors

I~
N’

j(wlt - 51-
A) Ref 8 e ] 5.63

i
—

ﬁl

jlw,t - R, -
2 =2
= A2 Re| éZ e ]

<

The terms in ¢, 6, and 8, are the sum of each gravity wave
perturbation. Cross coupling of the gravity wave does not occur
until the i=1 order term. This cross coupling of the two gravity
waves results in sinusoidal perturbations at the sum and dif-
ference frequencies of the two waves.

By taking the first-order perturbations, using the assump-~
tion in Equation 5.27 and assuming a Gaussian shape for the

sodium layer, the spatial bower spectrum can be written:
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~-x0 Al 9 -(k-k )20

= 2, 1 z . 2 2 .2 5,65
ASPS no . e +(2(Y‘l)) e l (l + (‘\ kZ ) Y H )

A2 2 “(K‘kz )20
+(§T?:T7) e 2 (1 + ((‘kz Y5 YT HD)

where the subscript 1 refers to the first gravity wave, and the
subscript 2 refers to the second gravity wave. The solution
clearly shows that the two waves have no spectral interference
When kzl>>kzz or k22>>kzl. When kzl is approximately equal to
k,5, the spatial power spectrum is no longer the simple signature
of one gravity wave, but is distorted by the interaction of the
two gravity waves. Since the peak of the spectral components are
calculated in Equation 5.38, it can be assumed if!kzl-kzzl >
4 (l/Of-l/Ysz ), then there will be little interference between
the spectral components of the two waves. In the Chapter 5, this
model is used to analyze the features seen in the lidar data and
to identify situations when two gravity waves are present.

The effects of two gravity waves in the height, width, and
column abundance-can be calculated, and with assumptions similar
to those in the one-gravity-wave case, the magnitude and phase of

the variations for the column abundance can be written

2 _ 2 2 2 2
IACS] = Cll (l+(kzlYH> )+ C12(1+(kZZYH) ) 5.66

+

2
2 cos(uz—ul) (cllc12(1+kzlk22(YH) ))

-+

2 sin(uz—ul) (CllCIZYH (kzz-kzl))
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- : - ol (u_-v
Cllkz vH c1251n(u2 ul) + clzkZ vH cos(u, l)

- 2
phase(ACs) = tan l( 1 < ) 5.67

- — o °N — 1 'r\ -
€y €15 cos(u2-ul) CIZKZZ vH 51L.(u2 ul)
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2 2 x2 z2

The width variations can be written

2.2 2.2, 2 22 2 4 2,22, 2 202 2 4 5.68
]zsl ¢y (YET(1 k, 0707 + ky o) + ¢y, (Y7H (1-k” o) + k> o))
1 1 2 2

P2 eosClogmuyde = (e =k %) (eypc,, (V2 (1ok. o2)(1ok o2) & &
27wy <. %y 21%22 Y z. %1 2. %1 2. %2
2 % 1 2 1 22

+ 2 sin((w_.- t - (k -k - 2 - 2.. - 2
w, wl) ( x, xl)x)( C21C22YHcl(kzl(l kzzol) kzz(l kz1al))

2 2
- k + - 1 1 - - -
€y 9 c22yH(l k22v1)51n(u2 ul) ook, <

phase(AZS) = tan

L2 2 2 2,
CZlYH(l kzlgl)+c22YH(l-kzzcl)COS(uZ-Ul)+C22k37§151n(u2-ul)

oz =2 o2
l S Z
c = 2 . e 1
21 y-1
A, z /2H -k '-2/2
s "1

22 31 @ e 2
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and the height variations can be written

2
]Ac I = ¢ k" o (kz 04 + YZHZ (z—kz g
s z z,

1 1 1

2
1

)2) 5.70

2 4 2
2 ;f-)z)

(& o] + v 82 (2-k% 4
2 2 2y

a 4 4. 22, 2 2 |
+ 2cos(u2 ul)(c31c32kz kz Gl(kz kz o *Y°H (2-kz ol)(Z-kz of)))

1 72 1 72 1 2
. 6 2 2 2 2
+ - - - -
251n(u2 ul)(c3lc32kz kz alyH(kz (2 kz ol) kz (2 kz Ol)))
1 72 2 1 1 2
2,, .22 2 4. 2 2, . 2
C31YHk2101(2 kzlol)+c32k220151n(u2 ul)+c32Yszzgl(2 KZ?Gl)
-cos{u_-u,)
phase(AoS) = tan"1( A 7 4 2 2 g -
c3lkz Gl+c32kz olcos(uz-ul)-c3zkaZ 01(2—kz 01)31n(u2—u1)
1 2 2 2
5.71
A z /2H -k2 02/2
1 s z, 1
c31 = e—— e e 1
Z(Y‘l)cl
A, zS/ZH —kz 03/2
Chsy = = e 2 2
- 2{v=1)~
2(y ﬁ)vl

These results show that, when the waves have similar ampiitudes,
the height, width and column-abundance variations Will have a
modulation of the oscillations due to the two gravity waves, with
a modulation frequency of the frequency difference of the two
gravity waves. Also, the height, width, and column abundance

have a modulated horizontal variation with a spatial modulation



118

frequency Kys = ky1+ As expected, if one of the waves has a much
larger amplitude than the other, i.e., Ay >> A5, then the solu-
tion reduces to the result found in the one gravity wave

solution.

5.3.2 Model of the Gravity-Wave/Critical-Laver Effects on the

Sodium laver

To explore the effects of a gravity-wave/critical-layer in
the region of the sodium layer, a simple model derived by using
the wind velocity calculated from a linear inviscid model is
used. This model of the sodium layer is shown to produce stand-
ing waves in the lidar data, much like those waves reported by
lidar groups (Clemesha et al. [1978a] and Rowlett et al. [1981]).

The model for gravity-wave motion in the vicinity of a
critical layer was first examined by Booker and Bretherton
[1967]. Due to the complex nature of the atmosphere, the follow-
ing assumptions are needed to simplify the four equations of
which describe the state of the atmosphere.

(1) Rotational effects are negligible.

(2) The mean state is in hydrostatic equilibrium,
\‘Spo/ $z=- Pp9g .

3) The Boussinesq approximation is valid, Ve V=0.

(4) Motion is two dimensional with mean velocity (U(z),0)
only in the x direction.

(5) All wave motions are of perturbation magnitude and
proportional to exp(j(wt-kxx).

(6) Parcel motions are adiabatic.

(7) The motion is inviscid.

With these assumptions, the equations of the state of the
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atmosphere, Equations 5.1 through 5.4, can be reduced to

X du 1 sp'
(U‘Vph) + Vz 24+ L8P 0 5,72
8§x dz p 8x
Wy 8V, o'g 1 8p
- — -~ = Q0
ph Sx % o &z 5.73
s(o'g/oo) 5
(U-Vph) - VZ = o 5974

and the wind velocity can be written

Vz = W(z) ej(wt - kxx)

By combining Equations 5.72 to 5.75 and noting the Brunt-Vaisala
frequency is given in Equation 5.15, an equation involving only

the vertical wind velocity can be derived and is written:

2

5 d"u
2 w 2
T 5.76
dz W=v ) (U-v )

If the velocity .shear, U(z)=U, (2-z,), is assumed to be linear,

then Equation 5.76 further reduces to

d2W wi 2
v« - KW =0 5.77
d22 Ui(z-zc)2 x '

Solutions to Equation 5.77 have been by developed Booker and
Bretherton [1967], Holton [1975], Fritts [1975], and many other
researchers studying the critical layer. A slightly different

solution to this problem is shown here by noting that Equation
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5.77 is in the form of a Bessel equation of imaginary order and
imaginary argument. Equation 5.77 can be reduced to the Bessel

equation by using the change of variables

b J/Ri-1/4

where Ri is the Richardson number due to the wind shear. For the
derivation here, it is assumed the wind shear has laminar flow:
thus, the Richardson number is always greater then 0.25. For
ease in simulations, u=1 is used. The result of Equation 5.77
after the change of variables in Equation 5.78 is

z aw (Azzi

- W o= 0 5.79
and a closed-form solution in terms of Bessel functions can be

written (Abramowitz and Stegun [1972])

L
W(z) = zf: (rz.) 5.80

where, ¢ is the general form of the Bessel function. To derive
the correct solution from all types of Bessel functions, it is
necessary to fit the correct function form to the solution.

Booker and Bretherton [1967] have shown that the wave is severely
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attenuated at the critical layer, Z=2z,. Thus, the only Bessel
function with this form of the solution is a Bessel function of

the first kind. The complete solution can be written
L 1 .
W(z) =jalz-z )? Iyl (amz 0) +3B (am2 ) L (ke (202 ) 5.81

By imposing boundary conditions at the source of the wave
and the propagation condition that the gravity-wave energy
propagates vertically, the conétants in Egquation 5.81 are that A
is the amplitude of the wave and that B = 0. The wind velocity
then can be written

w(z) =3A (z-zc)% Jju(jkx(z-zc))v_ 5.82

Having derived the wind velocity for the gravity-
wave/critical-layer situation, it is possible to derive the
linear response of the sodium layer for this forcing wind
velocity field. The series solution introduced in the two-
gravity-wave solution can be used to derive the response. Since
the Boussinesq approximation was invoked to derive Equation 5.82,

the compressional term, ¢, is zero. The term that is linear in

the amplitude of the wave for ¢, can be written:

. . L . j(wt—kxx) 3
) = —;- Re[(*z—zc) Jju(ka(°(z—zc))) e ] 5.8

and n can be found to be
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A i jlwt - k x)
n(x,z,t) = ns(z— = Re [(-(z-zc) Jju(jkx(-(z-zc))) e ¥ 1) 5.84

Simulations of the result are bresented in Figure 5.6. A
number of features can be observed, including: (1) the charac-
teristic gradient amplification of the wave in the sodium layer,
(2) the decrease in wavelength of the wave as it approaches the
critical layer (as shown by Booker and Bretherton [1l966]),
(3) the attenuation of the wave as it passes through the critical
layer, (4) the standing-wave effect of the gravity-wave/critical-
layer. This standing wave has been noted by lidar groups observ-
ing gravity waves (Clemesha et al. [1978a] and Rowlett et al.
(1981]) and thus suggésts that, in fact, critica;—layer observa-
tions in the region of the sodium layer can be made. And (5) the
large variations in column abundance near the critical layer (92
km) . These large fluctuations are due to a break down in the
linearized theory of the critical layer, since no nonlinear dam-
pening mechanisms were included in the model (such as Rayleigh
friction) the fluctuations are over estimated near the singular

point of Equation 5.77.

5.4 Estimation of Gravity-wave Velocity Fields from Lidar

Data
As noted in Chapter 2, the output from a sodium lidar system
is sodium density measurements versus altitude. Thus, to compare

the velocity fields observed in the atmosphere by other remote-
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Results of the model of the critical layer near
the sodium layer. The critical layer was located
at 93 km altitude, the horizontal wavelength was
350 km, and the period of the wave was 120 min.
The results show that a standing wave was created
below the critical layer, but it was distorted by
the gradient effects of the layer.
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sensing techniques, it is desirable to know the relationship be-
tween the velocity field and the density perturbations. 1In
general, this relationship between V and n requires the solution
of the four equations of state, but for the case of gravity
waves, assuming the linear solution of Chiu and Ching [1978] and
using the polarization relations, the relationship between n and

V can be expressed as

or

Thus, by fixing a point in the horizontal plane, as is the case
with lidar data, the wind velocity profile can be calculated from
the density profile by normalizing the gradient effects of the
layer. Two problems are associated with this calculation.
First, the background sodium density is not known exactly. To
solve this problem, an average over the night or part of the
night can be used to estimate the steady-state layer. Second,
since in Equation 5.85 the gradient is in the denominator, there
is a singularity when the gradient equals -np/vH. This causes
large perturbations in the wind estimate at the peak of the

layer. To reduce this effect, a low-pass filter can be used to
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interpolate the points where the gradient is zero.

This technicque to estimate wind profiles was performed on
both simulated and actual data. Data simulated using the one-
gravity-wave model with vertical wavelength of 5 km and a tem-
poral period of one hour is shown in Figure 5.7. The results of
normalizing by the gradient (Figure 5.8) show that, when the
gradient approaches =-ngp/YH, the perturbations become large. The
low-pass-filtered output of the wind profiles are shown in Figure
5.9 arnd show the sinusoidal oscillations that are characteristic
of gravity waves. Also, oscillations are seen in the region out-
side the layer since the Gaussian distribution of sodium in the
model is never equal to exactly zero. The average power spectrum
of the wind profiles (Figure 5.10) shows that, with the removal
of the gradient effects, only one spectral peak is observed.

The results of processing actual lidar data to produce wind
velocity profiles are shown in Figure 5.11. The velocity field
shows a wave of wavelength approximately 5 to 6 km. The power
spectrum of the velocity field for the data in Figure 5.11 is
shown in Figure 5.12 and shows a spectral peak at about 5.5 km
wavelength and also a second peak at a longer wavelength. In
Chapter 4, the techniques to analyze the data collected using the
lidar system are developed to estimate the parameters of the
gravity waves such as vertical wavelength, pericd, amplitude, and
vertical phase speed, as well as the variability of these
parameters during thebnight. These techniques showed that there

was two dominate gravity waves present in this data at
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Figure 5.7 Simulated data with a wavelength of 5 km, a period
of 60 min, and a amplitude of 1.5 m/s. The

steady-state layer is centered at 90 km and has a
width of 3 km. These data are used to calculate
the wind profiles caused by gravity waves.
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Vertical wind profiles calculated by normalizing
by Equation 5.86. Note the singularity at the
peak of the layer at 90 km. These profiles are
calculated by removing the distortion caused by
the gradient of the sodium layer and adjusting the
wind using the polarization relations to calculate
only the vertical component.
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The wind profiles after spatial low—fass filtering
with a cut-off frequency of 0.5 km~t. The filter-
ing interpolates the data where the gradient of
the layer goes to zero thus better estimating the
wind profiles. Since the layer is Gaussian (thus
is never equal to zero) and no noise is present,
this routine is able to estimate the wind velocity
over the full range of the plot.
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wavelengths of 5.5 and 12 km. Thus, this technique of calculat-
ing velocity profiles from lidar density data can improve the
ability to analyze lidar data.

As noted in Figure 5.9, this technique works well on modeled
data, which contains only one dominate gravity wave and no noise
corrupting the data (an infinite SNR). In real data, where one
dominate wave is present (Figure 5.11) this technique works but
is limited to regions where the SNR is high, (i.e. where the
sodium density is large and thus the signal is strong). Near the
edges of the sodium layer, where the density is small, the es-=
timation of the gradient of the sodium layer is poor due to the
low SNR. This causes the vertical wind velocity calculation to

be inaccurate in regions below 82 km and above 100 km.
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6.0 RESULTS OF EXPERIMENTS AND DISCUSSION

During this study of the sodium layer, data were collected
on 20 nights at three separate locations, including Urbana,
Illinois; Wallops Island, Virginia; and White Sands, New Mexico.
The nights on which data were collected are listed in Table 6.1,
with the total number of raw data profiles, the shots per
profile, and remarks on the type of experiment attempted.

The data were processed using techniques described in Chap-
ter 4, and the results of the processing are discussed in this
chapter. Seasonal variation of the sodium layer, nocturnal
variation of the sddium layer, and observations of gravity waves
in the mesosphere are discussed in relation to the data collected
in studies reviewed in Chapter 2. Also, the results of the air-
borne lidar experiment to measure the horizontal structure of the

sodium layer that was performed in March, 1983, are discussed.

6.1 Seasonal Variations

The seasonal variation of the sodium layer using a lidar
system was first measured by Gibson and Sandford [1971] in
Winkfield, England. Since that time, other groups, including
Megie and Blamont [1977] in Haute Provence, France and Simonich
et al. [1979] in Sao Paulo, Brazil, have made similar

measurements. Since 1981, 23 nights of data were collected in
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Table 6.1 Dates and Times of Lidar Experiments

Date Time Profiles Shots/profile Experiment
(CST)
3/30/83 21:06=21:59 63 500 Airborne
experiment
10/6/83 20 100 in Urbana, IL
10/27/83 22:45-5:29 150 500 simultaneous
with coherent
scatter
2/13/84 22:09-6:09 250 500
2/20/84 20:45~4:44 460 500~-250
2/29/84 21:21-5:10 440 250
3/8/84 20:32-5:49 640 250
4/24/84 20:31-1:59 280 250
6/11/84 21:07=3:44 190 250 simultaneous
with meteor
radar
6/12/84 21:02-2:29 153 250 i
6/14/84 20:45-2:08 125 250 "
7/17/84 20:22=3:53 400 250
8/10/84 22:20~4:25 350 250~125
8/13/84 21:18-4:26 560 250-125
9/30/84 19:20-5:39 700 125
10/19/84 01:20-5:03 100 250 At Alamo
Peak, N.M.
10/22/84 23:59-4:54 140 500 simultaneous
with rocket
launch at
White Sands
, Missile Range
11/12/84 20:40-6:04 845 50-100~75 In Urbana, IL
12/23/84 20:50-6:20 440 125 "
1/25/85 20:10-3:00 470 250 "
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Urbana, Illinois. The majority of the night data was recorded in
late 1983 or 1984, and observation periods ranged from 4 to 10
hours. A synopsis of the seasonal column abundance data is
plotted in Figure 6.1, where the lines on the plot refer to the
range of the column abundance values seen for that night, and the
dot is the average value for the night. These results show a
sharp peak in sodium abundance in November and a minimum in
June. This is in general agreement with the other Northern Hemi-
sphere observations, including those of Gibson and Sandford,
Megie and Blamont, and the twilight measurements of Hunten
(1967]. Simonich et al., observing in the Southern Hemisphere,
also report a winter maximum and a summer minimum. The winter
maximum at Urbana is sharp and restricted to the November-
December months, similar to the trends found in the data of Gib-
son and Sandford, and Megie and Blamont, but different from the
results of Simonich et al., who showed a broad winter maximum.
This implies that the seasonal variations are affected by
latitude, as suggested by Simonich et al. Also, our data tend to
show a minimum point in June, similar to the results of Simonich
et al. In contrast, Megie and Blamont report a rather broad min-
imum column abundance throughout the summer months. The ratio of
column abundance in the winter months to the summer months at Ur-
bana is approximately 3:1, which is the same as the results of
Megie and Elamont. This supports the trend reported by Simonich
et al. [1979], that the ratio of maximum column abundance to min-

imum column abundance depends on the latitude of the observer.
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Figure 6.1 Seasonal variation of the column abundance of the .
data collected in Urbana. The points represent
the average value of column abundance during the
night. The lines are the range of values of column
abundance found in that night of data.
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The seasonal column abundance results at Urbana are also in
agreement with the modeling results obtained by Jegou et al.
[1984], which suggest that wind and temperature patterns cause
seasonal variations.

Thus, although fewer data are available for the Urbana lidar
site than for other sites, the trends found in the seasonal
column abundance data are similar to reported trends found in
other parts of the world and the latitude of the observer appears
to have a large effect on the column abundance of the layer.

The height of the sodium layer was determined in this study
by taking the first spatial moment (centroid) of the layer den-
sity profile. To compare the measurements of the height of the
layer with those of other lidar groups, one must be aware of the
differences between the measures. For example, a double peak in
the layer profile, which is occasionally observed, could produce
various 1layer height values, depending on the method of
calculation. Gibson and Sandford [1971] and Simonich et al.
[1979] used the height where the sodium layer reaches a maximum
without considering the distribution of sodium atoms with
altitude. This method could result in significantly differing
height values as compared to the centroid, depending on layer
shape. Megie and Blamont [1977] fit the profiles to an asym-
metric Gaussian profile and from the parameters of the curve fit
determined the height, width, and column'abundance. This measure
could also give different values for the layer height as compared

to the centroid. However, the methods are similar in that all the
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profile points are used in the calculation. The layer height
analysis done by Simonich et al. [1982] employed the centroid
method used in this study.

Figure 6.2 plots the centroid of the layer as it varies
during the calendar year. Again, the lines represent the varia-
tion of the centroid over the night, and the dot is the average
value for the night. The centroid of the layer deviates from an
average value by as much as 2.0 km during the night. The height
reaches a seasonal maximum during the summer at about 92 km and a
seasonal minimum during the winter at about 91.5 km. This is in
general agreement with the results of Gibson and Sandford, and
Megie and Blamont. Simonich et al. see no clear height variation
trends in their dataf Thomas et al. [1983] and Jegou et al.
[1984] have proposed models that explain height effects seen in
the data, as mentioned in Chapter 2.

Figure 6.3 shows the variation of the width of the sodium
layer during the year. The lines in this figure are the varia-
tions of the width during the night, and the dots are the average
values of the width for the night. The plot shows that the width
can vary during the night from 0.4 km to 2.1 km in some cases.
The width appears to have higher values in June and December and
lower values in March and September, although more data are
needed to substantiate this trend. Megie and Blamont [1977]
showed no clear seasonal trend in width, and other lidar groups

have not reported seasonal width data.
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layer of the data collected in Urbana. The points
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data.
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Figure 6.3 Seasonal variation of the width of the sodium
layer of the data collected in Urbana. The points
represent the average value of column abundance
during the night. The lines are the range of
values of column abundance found in that night of
data.
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6.2 Nocturnal Variations

The nocturnal variations of the Urbana lidar was measured
from the data collected from the Urbana lidar site and processed
using the procedures described in Chapter 4. To report on the
mean nocturnal variations of the sodium layer over Urbana, fif-
teen nights of the data collected throughout the year were
aVeraged, and a set of mean nocturnal sodium density profiles
wefe produced. The average observation time was 7 hours during
the night. To reduce the effects of the sodium abundance enhance-
ment in the winter months, each night of data was normalized so
the average column abundance was the same for all of the nights.
The profiles were then averaged over the altitude and time inter-
vals of the data. The resulting profiles were filtered at a spa-
tial low-pass cut-off frequency of 1 km~! and a temporal cutoff
of 0.5 hr~t (Figure 6.4). The data were then analyzed by Voelz

[1985] and the following conclusions were reached:

- The most notable feature of the the density variations
is that the peak of the layer reaches a maximum density
near 3:00 LST (Local Standard Time). This trend was
also seen in the data of Simonich et al. [1979] and
Sandford and Gibson [1970]. There was a 1 hour shift
(later) in the time of the peak for the data collected
by Clemesha et al. [1982] during their daytime
experiment, and this has been correlated to the 2,2
mode of the semidiurnal tide, which Clemesha et al.
suggested was the source of these oscillations.

- The density variation at 92 km (near the peak of the
layer) is about 20%, with a maximum occurring just
prior to 3:00 LST.

- Sodium abundance increased on the topside of the layer
(heights above 95 km), which was also observed by
Simonich et al. [1979].
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Figure 6.4 Mean nocturnal variation of sodium layer for an

average of 15 nights of data collegted in Urbana.
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- The density at 106 km increases by 350% over the
averaged data, and the scale height of the topside of
the layer also increases from about 2.5 to 3.0 km.
This increase in scale height was smaller than the
scale height increases reported by Megie and Blamont
[(1977] and Simonich et al. [1979].

- The bottomside of the layer showed a sharp decrease in
density during the night, dropping by a factor of 7.5.
A similar decrease in density was mentioned by
Kirchhoff [1983].

- The density between 83 to 88 km was stable during the

night.
- The_average column abundance for the data was 2.1X10"2
cm"2, the average height of the layer was 91.8 km, and

the average width of the layer was 4.51 km.

- The layer appears to broaden during the night. This
agrees with the observations of Megie and Blamont
[1977].

- The height of the layer appeared to increase slightly
in contrast to the slight lowering of the layer noted

by Simonich et al., possibly due to the difference in
measurement techniques to calculate the layer height.

The nocturnal variations of the sodium lidar data are in
general agreement with the findings of other lidar groups. A
general enhancement of the layer has been traced to tidal waves.
This average night ahalysis ignores the night-to-night variation
seen in the data. These variations included a variety of shapes
of the layer from very broad to very narrow, possibly due to

chemical effects.

6.3 Gravity-Wave Observations

One feature observed by all of the sodium lidar groups is
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gravity-wave effects on the sodium layer (as mentioned in Chapter
2). Section 6.3 analyzes the lidar data to estimate the
parameters of.the gravity waves seen in the data. By using the
techniques developed in Chapter 4, the data collected in these
experiments are analyzed, and parameters of gravity-wave activity
are calculated. Unfortunately, gravity-wave parameter iden-
tification is very subjective due to the variable nature of the

gravity waves in the mesosphere.

6.3.1 Gravitv-Wave Parameters

Table 6.2 shows the gravity-wave parameters measured from
the data. 1In examining this table it is important to note: (1)
gravity waves measured in the data varied widely, lasting from 1
to 4 hours. (2) The parameters varied during the observation
interval, so an exact estimate was not possible. (3) Gravity
waves increased and decreased in amplitude, possibly due to at-
mospheric conditions or changes in the source of the waves.
Thus, gravity waves appear to fade and then reappear in the data.
This variability of gravity waves lead to further investigations
using the time-frequency analysis. The values presented in Table
6.2 are estimates of the average values of the gravity wave
parameters during the period of observation.

Since the wave parameters are variable, it is difficult to
derive conclusions about the seasonal variations of the gra?ity
waves. Figure 6.5, which is a plot of the wavelength of the ob-

served gravity waves over the year, shows that the wavelengths



Table 6.2

Date

2/13/84
2/20/84
2/29/84
3/8/84

4/24/84
6/11/84
6/12/84
6/14/84
7/17/84
8/10/84
8/13/84
9/30/84
10/18/84
10/21/84
11/12/84
12/23/84

1/25/85

Gravity Wave Parameters from Lidar Data
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tend to be longer in the summer months and shorter in the winter
months. This observation agrees with the conclusions of Fritts
[1984] and Hirota [1984] who found similar results using atmos-
phere radar data from several different latitudes. Wavelengths
in the range of 6 to 12 km Qere observed in the summer months,
but very long wavelengths were observed in the winter months.
The range of gravity waves seen in the data agrees with the
theoretical predictions made in Chapter 5, in which the layer was
shown to be most sensitive to waves in the 5 to 6 km region for a
layer width of 4 km.

Figure 6.6 shows the period of the observed gravity waves
during the year. There is a slight trend for shorter period
waves in the summer, but due to the variable nature of the
gravity waves, it is difficult to clearly determine the period of
the waves. The results of these experiments show that gravity-
wave activity is an important dynamic force in the mesosphere,
and that the wave activity has a seasonal variation, possibly due

to changes in the sources of gravity waves.

6.3.2 Comparison of Gravity-Wave Observations with the Gravity-

Wave Model

To check the theoretical model of the sodium layer,
pérameters estimated from the data were used in the models
developed in Chapter 5. Section 6.3.2 presents an example of the
results of comparing the theoretical model with the actual data

and illustrates that the model accurately predicts the layer
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response within the restrictions of the assumptions. From the
data collected on March 8, 1984, it was determined by using the
periodogram and correlation techniques that two gravity waves

were present from 20:30 LST to 23:30 LST. Their parameters were:

le= 5.0 km k22= 2.5 km
le= 220 km Ax2= 40 km
Tl = 250 min T2 = 87 min
A1821= 0.35 m/s A2822= 0.25 m/s

These parameters were used in the two-gravity-wave model
developed in Chapter 5 with the average profile, ng(z), calcu-
lated from the average of the data over the interval 20:30 to
23:30. The results of the model are shown in Figure 6.7, and the
data collected are shown in Figure 6.8. These figures show a
close qualitative agreement between the modeled data and the ac-
tual data.

To better identify the gravity-wave features in the data,
the periodogram estimate of the power spectrum of modeled data
and actual data is also shown in Figures 6.7 and 6.8. The
periodogram shows that the model accurately predicts the signa-
ture of the two gravity waves in the power spectrum and that the.
model is accurately describing the mesospheric dynamics. The
signature of two gravity waves is nearly identical in both the
simulated data and the lidar data, and the amplitude of the
gravity waves is shown to be nearly identical by the relative

values of the peak of the spectral signatures in both plots. This
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implies that, at least for short periods, the assumptions used to
derive the two-gravity-wave model are valid. Thus, for gravity
waves whose parameters do not vary or vary slowly with time, the
model of the sodium layer predicts the effects of multiple

gravity waves.

6.3.3 Variability of Gravity Waves
To study the temporal and spatial variability of gravity-

wave parameters, the Wigner time-frequency distribution was in-
troduced in Chapter 4. The results of the space-spatial
frequency and time-temporal freguency analysis (discussed in
Chapter 4) on the lidar data showed that the gravity-wave
spectral energy does vary in space (using Wigner analysis on a
spatial profile) and time (using Wigner analysis on a temporal
profile). Five successive spatial profiles, analyzed using the
Wigner distribution, are shown in Figures 6.9(a) to 6.9 (e).
These plots were made by first calculating the average spatial
profile for the night and subtracting it from each of the five
profiles to be analyzed. Then, for each 1l0-minute profile col-
lected from 1:00 LST to 1:40 LST on February 29, 1984, the spa-
tial Wigner distribution is calculated. In these Wigner dis-
tribution plots, each isopleth represents an increase in the spa-
tial spectral energy at the specific altitude and spatial
frequency. Thus, the contours are highest where the gravity-wave
activity is the strongest both in altitude and gravity-wave spa-

tial frequency. These plots show that the energy of the gravity
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Series of five spatial pseudo-Wigner distributions
calculated 10 minutes apart. The data were col-
lected in Urbana on February 29, 1984, from 1:00
CST till 1:40 CST in 10 minute profiles. (a) is
the profile collected at 1:00. The altitude range
was from 75 km to 113.25 km.



154

0.4166  0.5555
i ]

Spatial Frequency (1/km)
QR177

0.1368
(,_,_A
@u

78.0000 84.5625 84.1250 103.6875 113.250C
Altitude (km)

Figure 6.9(b) Spatial pseudo-Wigner distribution of data col-
lected on February 29, 1984 at 1:10.
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waves is distributed in altitude, and that the layer amplifies
and attenuates the energy, as predicted by Chiu and Ching [1978].
Thus, the layer complicates the analysis of gravity-wave effects.

The peaks in all five of the Wigner distribution plots are
consistent in that they appear to move down in altitude,
similarly to the phase fronts of the waves. The changes in these
features from plot to plot show that the gravity waves do not
have uniform spatial spectral components, and the spatial wave
energy actually varies in altitude. If stationary gravity waves
were observed (as in simulations), there is no change in succes-
sive spatial Wigner plots.

Figures 6.10(a) through 6.10(e) show five successive tem-
poral Wigner distributions taken at altitudes ranging from 83 to
85.5 km. This altitude range was chosen to reduce the effect of
the layer gradient, since the gradient is approximately constant
in this range. Again, the higher isopleths represent stronger
gravity-wave activity, but in this case, the energy is in the
time-temporal frequency domain. It is clear that the wave energy
changes during the night. Also, as in the spatial Wigner
distributions, the plots have temporal spectral features that can
be traced from plot to plot and appear to follow the wave phase
progression downward (i.e., features move to the right as they
move down in altitude). The variability of the frequency dis-
tribution of energy with time seems to be related to the
variability of gravity waves, as noted by many authors (Hirota

[1984]; Witt [1962]; Grishin [1967]; Haurwitz and Fogle [1969];
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pseudo-Wigner distribution calculated 0.5 Kkm
apart. The data were collected in Urbana on
February 29, 1984, from 21:20 CST till 7:30 CST in
10 minute profiles. (a) Profile collected at the
altitude 83 to 83.5 km.
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Figure 6.10(b) Temporal pseudo-Wigner distribution of data col-
lected on February 29, 1984, at an altitude of
83.5 km to 84 km.
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Figure 6.10(c) Temporal pseudo-Wigner distribution of data col-
lected on February 29, 1984, at an altitude of 84
km to 84.5 km.
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Carter and Balsley [1982]; Vincent and Reid [1983]; Balsley et
al. [1983]: and Smith and Fritts [1983]). The Wigner distribution
shows that this gravity-wave variability is also seen in the
lidar data.

Thus, the Wigner distribution shows variability in both the
spatial and temporal gravity-wave perturbations found in lidar
data. This analysis helps to explain the gravity wave
variability that complicates the estimation of gravity-wave
parameters. Also, this analysis shows that spectral features in
the Wigner distribution are coherent from altitude to altitude
and from spatial profile to spatial profile, but these features
do change in both time and space. This Qariability also makes it
more difficult to use harmonic steady-state wave analysis to
model this region of the atmosphere. Thus, it is necessary to
incorporate the variability of the gravity-wave sources and the
time~variable effects of gravity-wave/mean-flow interaction to

produce models that better represent the atmosphere.

6.4 Results of the Airborne lLidar Experiment

The purpose of the airborne lidar experiment was to show the
feasibility of an airborne sodium lidar system and to observe the
horizontal structure of sodium. This work did not relate to the
investigation of the gravity waves in the mesosphere due to the -
short observation time of the experiment and the large horizontal
phaSe velocity of the gravity waves (typically two to three times

the speed of the airplane).
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The airborne lidar experiment was performed in the National
Aeronautics and Space Administration (NASA) Lockheed Electra L-
188 turboprop aircraft. The University of Illinois lidar system
was used (see Chapter 3), with the exception of the receiving
telescope, which was a NASA 16 inch £/2.5 telescope. The equip-
ment for the experiment was bolted to optical tables mounted in
the plane. The experiment was performed from 22:06 EST to 22:59
EST on March 30, 1983. The flight path was chosen due to weather
conditions as a round trip from Wallops Island, Virginia (38°N,
74°W) to Albany, New York (42°N, 73°W) and back. The cruising
altitude was approximately 29,000 ft, but due to spurious cirrus
clouds at 30,000 ft, the data were attenuated during short
periods of the experiment. The attenuated data were discarded,
and the results of the experiment are plotted in Figure 6.11.

Figure 6.11 shows some interesting results of the
experiment. First, the density of sodium atoms vary in the
horizontal direction. Second, since the plane passed the same
point twice during the trip, one is able to tell how fast the
layer changed that evening. It appears that the shape of the
layer was fairly constant during the two hours and variations
were on the order of other data collected. Third, even though
the lidar system was at a high altitude (thus reducing the at-
tenuation due to low altitude Rayleigh scatter), the SNR was very
poor in comparison to the other data presented in this study.
This was due to the smaller telescope, harsh operating conditions

in the airplane, and cloudy weather conditions.
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An analysis of the data and of the problems associated with
an airborne study of the horizontal structure of gravity waves,
showed that it is feasible to operate a sodium lidar system in
the airborne mode, but that the resulting data will have an SNR

of 20 dB less than ground-based lidar data.
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7.0 SUMMARY AND CONCLUSIONS

7.1 Conclusions

A laser radar system has been used to measure sodium density
variations in the mesosphere. These measurements were used to
trace the variations in the sodium layer, both seasonally and
nocturnally. Gravity waves were also studied, and parameters of
the waves were calculated using signal processing techniques.
These parameters included vertical wavelength of the gravity
wave, temporal period of the wave, amplitude of the wave, and
horizontal wavelength. A model of the gravity-wave perturbations
and their effects on the sodium layer were derived and shown to
agree with the data collected with the lidar system.

‘The seasonal variation of the sodium layer in Urbana,
Illinois, over the nights of data collected, followed trends
similar to those trends found in the data of other lidar groups
(Gibson and Sandford [1972], Megie and Blamont [1977], and
Simonich et al. [1979]). The sodium column abundance reached a

=2 on November 11, 1984, and a minimum of

maximum of 1.6 X 1010 cm
about 2.2 X 10° cm™? on June 14, 1984. The ratio of the winter
(maximum) to summer (minimum) column abundance was about 3:1,
which agreed with the past observations of other groups at ap-

proximately the same latitude. This agreement of the sodium

layer data with past results implies that the sodium layer is
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uniformly distributed in longitude, since the Urbana site is not
at the same longitude as the other lidar sites. Also, since Il-
linois is not near the ocean, it can be concluded that local
geography is not important in the mesospheric sodium layer
seasonal variation (although local geography is considered impor-
tant in the generation of gravity waves and thus would affect the
short-term variations). Density values vary between the results
of the lidar groups, but since different systems were used to
collect the.data and different techniques were used to normalize
the data, it is difficult to determine any real longitudinal
variations between lidar groups. The data, which were collected
three weeks apart (in Urbana, Illinois on September 30, 1984, and
in Alamo Peak, New Mexico on October 18 and 21, 1984) did not
reveal a significant change in the height, width, or column
abundance. The height and width of the sodium layer were
measured using the centroid and RMS width of the layer. The
height of the layer was lower in winter (91.5 km) and higher in
summer (92.0 km). The width showed no clear seasonal trends, but
did vary from about 2.5 km to about 6 km over the year.

The mean nocturnal variations of the sodium layer showed a
peak in column abundance near 3:00 LST, which agreed with a peak
found in the early morning data presented by Clemesha et al.
[{1982] and Sandford and Gibson [1970]. This was attributed to
‘the 2,2 mode of the semidiurnal tide. Also, there was an in-
crease in the topside column abundance of the sodium layer and a

decrease in the bottomside column abundance of the layer. This
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implies that, during one night, changes in the sources and sinks
of the sodium layer produced changes in the layer distribution.

The nocturnal variations of each night of data were
dominated by gravity-wave activity to some extent, and the
gravity waves varied from night to night. These individual
nights of data were analyzed using algorithms to estimate the
parameters of the gravity waves. These algorithms used
periodogram analysis of the spatial and temporal profiles of data
to determine the gravity-wave parameters. Also, a correlation
technique was developed to more accurately measure the wavelength
and period of the gravity waves. These techniques showed that in
most of the data one or two dominant frequencies could be found
in the data, but in general, waves tended to be highly variable
and this variability is most likely due to the variability of the
sources of the gravity waves and the distortion of the gravity
waves as they propagate through the atmosphere. The gravity-
wave parameters which were calculated from the data were in
general agreement with the trends determined by Hirota [1984].

It was noted in calculating the gravity wave parameters,
that the gravity waves seemed to vary in both altitude and time.
To further investigate this variability, the Wigner distribution
was introduced. This distribution showed the variation of the
spectral component of the gravity waves in time and thus could be
used to analyze the gravity-wave variability both spatially and
temporally. This analysis showed that the energy of the gravity

waves was confined to temporal and spatial regions and that these
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regions were not stationary in time or altitude. The spectral
features in the Wigner distributions were recurrent from altitude
to altitude and from temporal profile to temporal profiles but
varied continually. |

Modeling the effects of the gravity-wave perturbations on
the sodium layer showed that the layer had select frequency
ranges where gravity-wave excitation produced a maximum of den-
sity response in the width, height and column abundance. The
modeling also showea that the relative phase of the width,
height, and column abundance variations were sensitive to the
wavelength of the gravity wave. This fact can be used to analyze
the lidar data by analyzing the width, height, and column abun-
dance variations for gravity-wave perturbations.

A model using a perturbation solution for the interaction of
two gravity waves and the sodium layer was presented, and ex-
perimental data were compared to the model-derived data to show
that the two-gravity-wave model is valid. A model of the sodium
layer response near a critical layer was presented and showed
that a critical layer would produce standing waves in the data
and that these standing waves would also be distorted by the
layer shape effects. This standing-wave phenomena could explain
the standing waves noted by Rowlett et al. [1979] and Clemesha et
al. [1978]. These models, although simplistic (since they do not
include chemical effects, tidal effects and diffusion), do show
that a mechanistic model that includes only dynamic effects can

help to analyze lidar data and to explain some of the features in
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the data.

An airborne experiment showed that it is feasible to collect
lidar data aboard an airplane over a long baseline. This experi-
ment also demonstrated the difficulty in measuring gravity-wave

activity from an airborne platform.

7.2 Suggestions for Future Research

Future investigations of the sodium layer should include
more correlative measurements. During this study, attempts were
made to make sodium density measurements simultaneously or nearly
simultaneously with the Urbana meteor radar, the Urbana coherent
scatter radar, and an atmospheric measurement made during a
rocket launch. Unfortunately, it was difficult to coordinate
such experiments, and data to compare the results of these ex-
periments are not available. More attempts at these types of
correlative experiments are necessary to better understand the
types of chemical and dynamical activity found in the middle at-
mosphere region.

Daytime experiments, like those of Gibson and Sandford
[1972], would enable longer time measurements and could be com-
pared with the results of other lidar groups. These measurements
could also be used to study gravity waves during daytime hours.

More theoretical modeling of the atmosphere to include
chemical effects of the atmosphere and the effects of dynamics
coupled with the chemistry would produce a more realistic model

of the atmosphere. Also, a dynamical model which incorporated a
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continuous spectrum of gravity-wave energy and also the non-
stationarity of gravity waves would increase the understanding of

the mesospheric region of the atmosphere.
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APPENDIX A

REVIEW OF SODIUM IAYER RESEARCH

Lidar studies
Sodium ILayer Sodium Layer Gravity
Seasonal Short-Term Waves in the
Iocation Variation Variation Mesosphere
Winkfield, England (51 N,.7 W)
Bowman et al., First cbservations
1970 of the sodium layer
using a lidar system
Sandford and Measuring variation
Gibson, 1970 of column abundance
Gibson and Noted the seasonal

Sandford, 1971 variation in height
and colum abundance
over one year peried

Gibson and First daytime sodium

Sandford, 1972 lidar, showed no
change from day to
night column abundance

Thomas et al., Steerable three-point
1977 sodium lidar system,
cbserved horizontal
structure

Gibson et al., Temperature estimates
1979 of the mesosphere
the ground-state
hyperfine structure
of sodium

Menlo Park, California (37 N,122 W)

Hake et al., ‘ Enhancements of
1972 sodium during
meteor showers
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Scdium ILayer Sodium Layer Gravity
Seasconal Short Term Waves in the
Iocation Variation Variation Mesosphere
Haute-Provence, France (44 N,6 W)
Megie and Measurements of Correlation of ancm- Mentioned
Blamont, 1977 height, width and col- alous increases of sodium per-
umn abundance varia- colum abundance with terbations
tions for 100 nights meteor showers due to grav-
of data ity waves
Megie et al., Seasonal variation of Dynamics of
1978 sodium versus seasonal gravity

Granier and
Megie, 1982

Jegou et al.,
1984
series of

three papers

variation of Potassium

No seasonal variation
in the day-to-night
transition, noted a
seasonal variation in
the peak of sodium
concentration

Paper 2-Seasonal and
meridional variations
of alkali metals

Heyess Island, USSR (80 N,50 E)

Juramy et al.,
1981

Sao Paulo, Brazil (23 S,46 W)

Kirchoff and
Clemesha, 1973

No regular variation
during the day of the
colum abundance or
height

Paper 3-Nocturnal
trends shown not as
important as seasonal
trends

Variation of topside
scale height, noted
smaller abundance in
lower latitude

waves ocbser-
ved

Noted varia-
tion due to

gravity wave

Noted im-
portance in
short term

Large var-
iation of
column abun-~-
dance due to

gravity wave
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Seasonal
Variation
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Sodium Iayer
Short Term
Variation
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Gravity
Waves in the

Mesosphere

Clemesha et al.,
1978a

Simonich et al.,Seasonal variation
of 344 days of data
no significant
variation in height
or structure.
seasonal variation
in column abundance
to other groups.
Meridional variation.

1979

Clemesha et al.,
197%b

Clemesha et al.,Strong seascnal varia-

1979a
Clemesha et al.,
1980

Clemesha et al.,
1981b

Clemesha et al.,
1982

Kirchoff and
Takahishi, 1984

Simultanecus lidar
and Airglow measure-
ments of sodium

Minimm in height
of layer reached
around midnight
rising after that.
Enhancement of
colum abundance in

early morning

Temperature dependence

of sodium density

tion of colum abundance

in southern hemisphere

First cbservation of
sodium clouds

Continucus measurements
over 4 days of varia-
tion in centroid(height)
and colum abundance

Scdium Clouds and cor—

relation with meteor
showers

Saw a 10 km
wave and
stationary
waves

10~-12 km
waves, phase
speeds are
about lkm/hr

10 ard 15 kn
wavelengths
phase vel-
ocities of

1-2 km/hr

Calculation
of wind pro-
file from 3
point exper-
iment, wave-
lengths of
10 km E-W,

5 km N-S

Cbsexrved
tidal waves



Sodium Layer
Seasonal
Iocation Variation

Iidar Studies

Sodium layer
Short Term
Variation
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Gravity
Waves in the
Mesosphere

Bastista et al.,
1985

Urbana, Illinois (40 N,88 W)

Rowlett et al.,
1978

Richter et al.,
1981

Avery and
Tetenbaum, 1983

Gardner and
Shelton, 1985

Tidal waves
modeling and
cbhservation

Waves on the
on the order
of 3-15 km

Waves ob~-
served 3-
15 kn wave-

lengths

Similtan-
eous meteor
radar and
lidar. 10 km
waves

Modeled and
observed

gravity wave
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Modeling Studies

Sodium Layer Models-A Brief Review of Origins and Variations of
the Sodium Layer

Allen, 1970

Donahue and Meier, 1967

Hunten and Wallace,

Junge et al., 1962;
Gadsden, 1968, 1970

Fiocco and Visconti,
1974

1%68; Zbinden
1975; Megie
1977

Narcisi,
et al.,
and Blamont,

Megie et al., 1978

Ferguson, 1978;
Liu and Reid, 1979

Richter and Sechrist,
1879

1981

Hunten,

Clemesha et al., 1981

1967

Source of sodium in atmosphere evaporat-
ing sea spray

Sodium released from a layer of dust or
aerosol

Sodium released form a layer of dust or
aerosol (independently from Donahue and
Meier)

From the ablation
of nmeteors

Proposed the seasonal temperature change
of the mesosphere caused the seasonal
variation of column abundance by
changing the sublimation rate of sodium
from dust

Correlation of enhancement of sodium and
meteor showers, showing sodium
concentration related to meteor influx

Seasonal enhancement of sodium and
potassium are different, thus meteor is
not the only source of metallic atoms

Modeled meteoric influx as the source of
sodium and showed the dominant species
below the sodium layer is NaOH

Modeled sink of sodium as the higher
order cluster ions with the layer shape
influenced by the vertical transport of
Na'.

Modeled meteoric influx as the source of
sodium and dust of meteoric origin as
the sink of sodium atoms and ions

Noted that the seasonal wvariation in
height of the layer disagreed with
Hunten's model



179

Modeling Studies

Sodium Layer Models-A Brief Review of Origins and Variations of
the Sodium Layer

Sze et al., 1982; Changes in the estimated reaction rates
Kirchhoff, 1983 for sodium revised the chemical model
with a much higher production rate for
NaOH. This lead to the prediction of a
lowering of the sodium concentration on
the bottom side of the layer.

Thomas et al., [1983] Solved the diffusion and continuity
equations for oxygen, hydrogen and
sodium to examine the height distribu-
tion of sodium.

Jegou et al. [1984] Model the seasonal variation of sodium
of sodium using changes in temperature
and wind patterns from winter to summer
as controlling factors on the clustering
of sodium atoms to water.

Swider [1985] Modeled seasonal variation of sodium
column abundance by noting the tempera-
ture dependence of the three-body
process for sodium.
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