
IEEE TRANSACTIONS  ON  SONICS AND  ULTRASONICS, VOL. SU-32, NO. 2, MARCH 1985 34 1 

Spatial  Distribution of the  Speed of Sound in 
Biological Materials  with  the  Scanning 

Laser  Acoustic  Microscope 
PAUL M.  EMBREE, STUDENT MEMBER,  IEEE, KALERVO M. U. TERVOLA, STEVEN G .  FOSTER, 

AND WILLIAM D. O’BRIEN,  JR., SENIOR MEMBER, IEEE 

Abstmct-An important  ultrasonic  propagation  property  for  tissue 
characterization  is  the  speed  of  sound.  The  scanning  laser  acoustic  mi- 
croscope  (SLAM)  provides  the  capacity  to  determine  the  speed  of  sound 
in  tissue  specimens  or  portions  of  specimens  on  the  submillimeter  scale. 
This  capability  potentially  can be utilized  to  develop  indices  that  quan- 
tify  the  spatial  gradient of the  tissue’s  speed  of  sound. An automated 
technique  for  determining  the  speed  of  sound  using  the  SLAM  has  been 
developed. It is now possible  to  study  quantitatively  the  degree of tissue 
heterogeneity  from  SLAM  measurements of the  speed of  sound  distri- 
bution. 

T 
I. INTRODUCTION 

HE FUNDAMENTAL examination of biological tis- 
sue with ultrasound can lead to  important  diagnostic 

capabilities. In order  to quantify tissue  characteristics with 
ultrasound,  the  ultrasonic  propagation  properties of nor- 
mal and pathological tissues must be  characterized  and 
cataloged. The ultrasonic  propagation  properties of tis- 
sues, namely, attenuation,  absorption,  and  speed,  are  de- 
termined largely at the macromolecular level. This idea is 
supported by studies in  blood dating back over thirty years 
ago [l]. A qualitative relationship appears  to exist be- 
tween ultrasonic propagation properties  and  tissue  con- 
stituents [2], [ 3 ] .  Quantitative relationships have also been 
observed between the  ultrasonic  propagation  properties 
(usually in the low-MHz frequency range) and the tissue’s 
water, protein,  and collagen concentrations [4]. Thus, an 
important ultrasonic  propagation  property is the speed of 
sound for characterizing  tissue [2]-[7]. Since  tissue  ap- 
pears not to be greatly dispersive,  the  measurement of the 
speed of sound at 100 MHz provides a reasonable estimate 
of the speed of sound at lower frequencies, which are used 
in clinical applications. At  100 MHz greater spatial infor- 
mation can be derived,  thus providing a quantitative mea- 
sure of the speed gradient, a quantity that affects ultra- 
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sonic scattering. In this work a technique is described that 
determines  the  speed of sound and its spatial variation in 
tissue using the  scanning  laser acoustic microscope 
(SLAM) [8],  [9]. A  companion paper  describes a tech- 
nique  for the  determination of the  ultrasonic  attenuation 
coefficient measurement with the  SLAM [lo]. 

The  details of operation of the  SLAM (Sonomicroscope 
loo@) have been  described  elsewhere [11]-[15].  Briefly, a 
laser  scans  the lower surface of the  mirror-like  coverslip 
in order to detect  mechanical  disturbances induced by the 
100 MHz  ultrasonic  energy which has passed through the 
specimen from below. The  SLAM  provides  three different 
television type  images  as shown  in Fig. 1. The optical 
(laser  scan)  transmission  image  (Fig.  l(a)) allows the  op- 
erator to position the sample in the  center of the 3 mm 
(horizontal) by 2 mm (vertical) field  of  view. The acoustic 
image  (Fig. l(b)) is  an indication as to the  amount of ul- 
trasonic  energy that has passed through the sample.  This 
signal is  proportional  to  the envelope  of the laser  detector 
output. In this image  dark  areas  correspond  to  areas of 
high  ultrasonic  attenuation  and  light  areas  to  areas of low 
attenuation. The  interference  image (Fig. l(c))  is pro- 
duced by electronically mixing the  laser  detector output 
with a 100-MHz reference  signal. 

The  interference  image consists of approximately 39 
light and  dark vertical bands that represent  locations of 
constant phase contours of the  ultrasonic wave after it has 
traversed  through  the  specimen.  These  bands are called 
interference  lines. In the homogeneous saline solution (the 
normal coupling medium  for tissue samples) the vertical 
interference  lines should be straight  and equally spaced. 
When a slice of tissue (usually 300 to 900 pm thick) is 
placed in the  saline solution, the  interference  lines  shift 
to the right as they pass  from  the  saline into the  tissue, 
indicating that the  tissue  has a higher  speed of sound  than 
that of the  saline. In an  area of tissue where the thickness 
is constant,  the  interference lines appear somewhat cor- 
rugated; that is, they do not appear  as  straight  as  those 
from the homogeneous coupling medium. A portion of this 
variation is due to electrical and  mechanical noise in the 
SLAM and  can  be reduced by signal processing. The re- 
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Fig. 1 .  Photographs from the SLAM monitors of  a  550ym-thick rat liver 
specimen. (a)  Optical image. (b) Acoustic image.  (c) Interference image. 
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Fig. 2. Block  diagram of data  acquisition system used  to digitize the SLAM 
images. 

maining variation is thought to  be  due to changes in the 
microscopic speed of sound.  The  emphasis of the  paper  is 
to  describe  the  procedures by which speed  and its gradient 
are measured. To do this  the  interference  lines  are  sub- 
jected  to  an automated analysis technique which is  de- 
scribed herein. Also, an analysis of the  uncertainty in the 
measurement will be discussed. 

11. DATA ACQUISITION  SYSTEM 

The  interference  image produced by the  SLAM is dig- 
itized by a data acquisition system (DAS) that was specif- 
ically designed and  fabricated for this application (Fig. 2) 
[9]. The principal design consideration was to provide the 
capability to digitize  the  images  from the SLAM without 
requiring any modifications to  the  microscope. To do this 
the  data acquisition system  utilizes  the  composite  video 
signal and  sync signals generated by the SLAM.  The DAS 
consists of a video amplifier, a bandpass filter, an analog- 
digital (A/D)  converter and a high-speed buffer memory, 
all of  which interfaces the SLAM  to  the  Perkin-Elmer 
7/32 32-bit minicomputer. The amplified  video signal is 
monitored on an oscilloscope by the microscope  operator 
to assure that the signal is  using the full dynamic  range of 
the AID converter. 

The  interference  image consists of about 39 vertical in- 
terference  lines that are  approximately  spaced equally 
across the image. In this mode the video signal is rela- 
tively narrow-band for purposes of extracting  the  interfer- 
ence  images.  The  duration of the video portion of a hori- 
zontal raster  line is 52.5 ps, and the average time between 
signal peaks  is 1.35 ps for an average frequency of 740 
kHz. Thus,  the  signal-to-noise (S/N) ratio of the interfer- 
ence  image  can be improved significantly by the addition 
of a bandpass filter. A sixth-order Chebyshev filter was 
designed for this  purpose. The bandpass of this filter is 
between 700 and 900 kHz  with a 50.5 dB ripple. The 
addition of the filter has allowed for the speed of sound to 
be  measured in quite highly attenuating  specimens for 
which the  interference lines might not normally  be well 
defined. The effect of this bandpass filter on the speed of 
sound measurement is  difficult to  determine analytically. 
However, experimental evidence, to be described later, has 

confirmed that there is a negligible change  in  the  speed 
measurement  due  to the bandpass filter. 

An interference ixage consists of 482 horizontal raster 
lines. To digitize  the  image,  one  raster  line at a time  is 
digitized at 28.6  MHz  and  stored in the buffer  memory. 
The  &bit,  30 MHz A/D converter  is a TRW 1007PCB. 
Approximately 1514 data points per  raster  line  are  digi- 
tized. The buffer memory can store 2048 samples in a cir- 
cular  fashion.  The memory  is arranged  as 1024 X 16  bits 
of fast bipolar RAM  (random  access  memory)  (access 
time of 35  ns);  each of the 1024 halfwords consists of two 
samples.  This  arrangement of samples effectively halves 
the  access  time,  thus allowing the memory to  operate  pre- 
dictably at  30  MHz.  The  data of one  raster  line  are  then 
transferred  into  the  mini-computer memory at a rate of 
about 50 kHz.  This  operation is repeated  for  all  482  lines. 
Thus, the completely digitized  interference  image  con- 
sists of 729 748  picture  elements. 

111. ENHANCEMENT OF THE INTERFERENCE  IMAGE 
Several programs  were developed to enhance  the  inter- 

ference  image.  These  programs have three objectives: 
1) to minimize  the effect of the  horizontal jitter which 

2) to improve  the S/N ratio of the  image;  and 
3) to define precisely the position of the equal phase 

the  interferogram  image  experiences; 

fronts. 

A line printer output of a typical saline solution inter- 
ferogram image is  shown  in Fig. 3.  A program  has  digi- 
tized the  video  signal, averaged it eight  times (the number 
of averages is selectable between 1 and 64), and  stored  the 
data on magnetic tape for subsequent processing. In  this 
case  the data were subjected to a histogram equalization 
routine in order to improve its contrast for the  line  printer 
(Printronix model 300). Fig. 3 provides  an  image record 
of the interferogram  image without the need to develop 
photographic film. 

An algorithm was  developed to  compensate for the 
slight and somewhat periodic horizontal jitter of the  inter- 
ference  image by averaging it out.  The horizontal image 
jitter from the SLAM is illustrated in Fig. 4. The  three 
interference  lines shown in the figure were obtained  from 
three different interferogram  images of water that were 
digitized in several different ways. In each  case a corre- 
lated receiver algorithm (to  be  discussed below)  was ap- 
plied to the digitized waveform to yield the relative posi- 
tion of the interference  line. Ideally, the  interference lines 
should be straight  because the medium  is homogeneous. 
The interference line shown in Fig.  4(a) was obtained by 
averaging each raster line 64  times,  correlating  the result 
and then proceeding to the next adjacent  raster  line. The 
perturbation of the horizontal jitter is about +2 samples 
(+70 ns).  This  represents a f 5  percent error  in  the av- 
erage  distance between interference  lines  and would re- 
sult in a k0.2 percent error in the  speed of sound.  The 
jitter exhibits a periodic component of about five raster 
lines per cycle; hence, the perturbation  has a period of 
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Fig. 3. Enhanced  interference  image of a blank field  in  which the medium 
was water;  that  is, no biological tissue  specimen was present.  The  image 
data  were averaged eight  times.  The  image is a histogram equalized to 
improve its  contrast for the  line printer. 

(a)  (b) (C ) 

Fig. 4 Separate  interference  lines from three different interferogram im- 
ages which demonstrate the horizontal jitter to various degrees through 
three different averaging schemes. (a) Each raster line was independently 
averaged 64 times.  (b) Blocks of 60  raster  lines were block averaged 64 
times. (c) Running average of 64 times. 

about 10 S ,  which  would not be visually perceptible. How- 
ever, its minimization or elimination would decrease the 
potential  uncertainty  in  determining  the  speed of sound. 
Thus, two  other  averaging  schemes have been investi- 
gated. Fig. 4(b) shows an  interference  line which  was di- 
vided into  eight blocks of 60 raster  lines  each.  Each block 
was averaged as a whole; that is, all the  lines in the block 
were  digitized  and  averaged  at  once  instead of only a sin- 
gle  line at a time.  This  method  appears  to  eliminate  the 
jitter within a block but jitter is still  apparent  between  con- 
secutive  blocks.  Though it would be desirable to store the 
entire  interferogram  image in memory and provide for 
frame  averaging,  this would require 1.5 megabytes of 
memory and  exceed  the  present  computer  system  capac- 
ity. For these  reasons a sliding block averaging  program 
was developed, where a running average was performed 
on a block-by-block basis. This result is shown  in Fig. 4(c), 
and  the  algorithm is shown in the flowchart of Fig. 5. 

The number  of raster  lines in the block is equal to the 
number  of averages requested. The block  of raster  lines 
is arranged in order of position in the  image.  The  top 
raster line of the block  is averaged n - 1 times,  the next 
raster  line is averaged n - 2 times,  and so on, until the 
next  to the last line in the block  is averaged once.  The 
program then  digitizes  each  line  once  more,  adding  these 
to the previous lines. The  top  line is  now averaged n times 
and is transferred  to magnetic tape.  The  entire block 
moves down one  raster  line  and  the averaging process 
continues until all 482 raster  lines have  bLen stored  on 
magnetic tape. Fig. 4(c) shows the result of this program 
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for one  interference  line.  When  compared to the  other two 
lines,  the periodic jitter  appears to have been  eliminated, 
thus leaving  only a  random  system noise jitter. 

Once the interference  image  has  been  averaged  the re- 
quired number of times, it is then enhanced with the cor- 
related receiver algorithm.  This  program  compares  the 
waveform  on each  raster  line to that of a replica of an ideal 
cross section of an  interference  line that is stored in mem- 
ory;  detects  where relative maxima  occur in the correlated 
result; and defines the positions of the  interference lines 
on the raster  line.  The length of the stored replica  was 
investigated. The SIN ratio  improves as the length in- 
creases but the  program's execution time increases like- 
wise. A correlation length of  17  was chosen  because this 
is about half of the  average  period,  and  this gave  sufficient 
interference  line definition without excessive computation 
time.  The  shape of the reference waveform  was obtained 
experimentally by averaging  one  raster  line of a saline so- 
lution image for a long time. 

Applying the  correlator receiver algorithm to a single, 
averaged raster  line yields approximately 39 data points, 
each of which represent the center of 39  interference lines 
at that particuliar raster  line location. Thus  the  enhanced 
interference  image consists of interference lines that are 
each one data point in width. Fig. 6 shows the results of 
this program on the  same  image  shown in Fig. 3.  An im- 
portant characteristic of this image is that it is represented 
by a  more  manageable 482 X 39 element arrav. 

Fig. 6. Interference  line  image  of water  which  has  been  enhanced by a 
correlator receiver technique (same  image data as  Fig. 3). 

Fig. 7. Interference  lines  showing the  improvement  with  averaging. (a) 1 
average. (b) Four averages.  (c) 16 averages.  (d) 64 averages. 

By increasing the number of averages, the noise in the 
image is reduced, and  the quality of the resulting inter- 
ference  lines is improved. Fig. 7 illustrates this improve- 
ment  on one  interference  line which  was averaged  once, 
four, 16, and 64 times. Typically, a  doubling of the number 
of averages results in a  3-dB  increase  in  the signal to noise 
ratio. Thus,  the  interference line shown in Fig. 7(d) re- 
sulted  from  an  averaged  image  with 18 dB less noise than - - 
Fig. 7(a). 
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Fig. 8. Schematic  representation  of  the  fringe shift N = ab/ac. 

IV. CALCULATION AND STATISTICS OF THE 
SPEED OF SOUND 

The calculation of the  specimen's  speed of sound c, 
from  the  interference line image  can be performed by 
using (derived in [5]) 

CO 1 c, = - sin tan- 
sin eo [ ' [(litan e,) - (&/T sin e,) 11 

(1) 

where c. is the speed of sound in the reference  medium; 
h. is the wavelength of sound in that same  medium; Bo is 
the angle of the beam  from  the  normal in the reference 
medium; Tis  the thickness of the specimen;  and N is the 
normalized  lateral  interference line shift ( N  = ab/ac-see 
Fig. 8). Using Snell's law, Bo can  be  determined for the 
reference  medium by 

eo = sin-' 1; sin er] (2) 

where c, is the  speed of sound in the fused-silica stage 
(5968 m/s), and 8, = 45" is the angle at which the gen- 
erated  sound waves  travel through the stage with respect 
to the  normal. In this project the materials  being  exam- 
ined are generally biological specimens,  where  normal  sa- 
line solution (0.9 percent NaCl) is the common reference 
medium. Saline has a known speed of 1507 m/s at a  tem- 
perature of 22°C [ 161, hence eo = 10.29". The  speed of 
sound  in saline increases by about 4 m/s for each  degree 
rise in temperature [16]. The  ambient  temperature was 
controlled with f 1 "C giving a possible f0.3 percent er- 
ror in the speed of sound of the reference media. 

The  previous  method employed [5], [6] to  determine 
the speed of sound in a  specimen was performed  manually 
by assessing the location of lines a ,  b ,  and c (see Fig. 8) 
and the distances ab and ac from  either  photographs of 
the TV monitor or directly from the monitor in order to 
calculate the normalized  lateral  fringe  shift N = ab/ac. 
For this particular method  the  operator had to determine 
the best fit of the fringe lines and  choose points from 
which to measure  the  distances ab and ac. This  procedure 

was quite  time-consuming and provided, in general, only 
one velocity value per  interference  line and  only a few 
velocity values for the  specimen.  The  computer  program 
described here  automates the measurement  process, in- 
creases  the  area of tissue from which the speed of sound 
can  be  calculated,  and involves minimal operator inter- 
action. 

As can  be  seen  from the enhanced  interference  image 
(Fig. 6),  the interference lines are not  always continuous. 
They  can  also have a significant amount of jitter due to 
system noise. In order  to  automate the speed of sound 
determination, it  is necessary for an  algorithm first to 
identify the  discrete  interference  lines. A computer pro- 
gram was written  to follow the interference  lines, fill  in 
the  missing data points, and smooth  them by curve-fit- 
ting. The start of each  interference line is determined by 
counting  the  interference  line positions of the first ten 
raster  lines. Any positions included in more  than three of 
the  ten possible raster lines (the  interference  line is as- 
sumed to be  somewhat  straight  and vertical) become the 
starting place for the identified line.  The  line identifica- 
tion now proceeds  from the first raster  line to the last. If 
a  line is not continuous (i.e.,  a point is not within +20 
samples of the  previous  raster  line position) then the pro- 
gram  adds  a point at  a position determined by a  linear 
interpolation based on the nearest ten points. The  pro- 
gram  informs  the user how  many points have been  added 
in which  line  (interference lines are numbered  sequen- 
tially from left to right).  The resulting continuous  inter- 
ference lines are then smoothed by a sliding 17-point 
quadratic curve-fitting algorithm, which can  be consid- 
ered  a  low-pass filtering operation. 

Two adjacent interference lines are used  to determine 
the distance ac. In order to do so, the specimen must be 
placed  on the  microscope stage in such  a way that the 
specimen's  boundaries are within the horizontal bound- 
aries, which are defined by x = 51 to 432 (Fig. 8). The 
top (x  = 1 to 50) and  bottom (x  = 433 to 482) 50 points 
each (100 points total) of each  pair of interference lines 
are used to  determine the location of lines a and c .  The 
best-fitting straight lines for a and c are  found by using a 
least-squares linear  curve fit. If lines a and c are perfectly 
vertical  in orientation, the slope of these lines will be zero. 
The y intercept of these lines will  vary from 0 to 1513, 
depending upon the location of the interference  lines. 
After the equations for lines a and c are defined, the  dis- 
tance ac is calculated for each point x = 1 to 50 and x = 
433 to 482, and this average value for ac is  used as the 
denominator for determining the normalized  lateral fringe 
shift for the interference  line within region R .  

The width of region R (see Fig. 8),  where  the distance 
ab is calculated, is a variable under  operator  control.  The 
value of R can  range  from  one  up to 382, the latter being 
the maximum  extent, since the top and bottom 50 data 
points each are utilized for the calculation of ac. The 
rationale for this variable region is that not all of the data 
in the region between  raster lines 51  and 432 may be 
useful for the following reasons. 
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1) The specimen may not occupy the  entire region be- 
tween  raster  lines 51 and 432. 

2) The specimen may  not be uniformly thick over this 
region  because of edge effects. 

3) It may be necessary to avoid certain  inhomogeneities 
in the  tissues,  such as blood vessels. All  of these  can 
be assessed by the  acoustic microscopist from  the 
images. The horizontal  distance ab is calculated R 
times,  and N is determined using each of these ab 
values and  the  average ac value previously calcu- 
lated for that  area of the  specimen. Given the  sample 
thickness,  the  speed of sound  data  set ( R  total val- 
ues)  is  determined  from  (1). 

Various statistical  parameters are calculated  from  each 
speed of sound  data  set; namely, the  standard  deviation, 
mean,  mode,  median,  skewness,  and  kurtosis. 

The standard  deviation is defined as  [l71 
I. R 

S = 4’ c (X/ - x ) 2  
R j = 1  

where X is  the mean value; R is the number of samples; 
and xi is  the j t h  speed value along the region R. The  stan- 
dard deviation is a measure of the  concentration of values 
around  the  mean. 

The mode is that value  which occurs  more frequently 
than any other value; graphically it appears  as the peak of 
a distribution. Of a set of numbers  arranged in order  to 
magnitude,  the  median  is the value of the exact middle 
position of the  set. In this  program, to calculate the me- 
dian the data set length is  always chosen to  be odd, thus 
requiring only one algorithm. 

Skewness  is an indication of the “sidedness” of a dis- 
tribution with respect to its mean. By definition [l71 

3(X - median) 
S 

skew = (4) 

The distribution is said to  be skewed right,  and skew  will 
be positive if more values of the  data set are  to the right 
of the  mean.  Similarly if  skew  is negative the distribution 
is skewed left. 

Kurtosis  is a measure of the shape of distribution which 
reveals the  degree of peakedness of the  distribution  as 
compared to a normal distribution. Kurtosis is  defined 
using a dimensionless fourth  moment around the mean [ 171 
or 

1 
R j = l  

R 

- c ( X i  - 

kurtosis = s4 - 3. (5) 

For a normal  (Gaussian)  distribution kurtosis would be 
zero. A distribution  is said to  be leptokurtic (spikey, very 
peaked) if kurtosis is greater than zero and platykurtic 
(flat) if less  than  zero  [17]. 

V. DISCUSSION OF MEASUREMENT  UNCERTAINTIES 
The effect  of the  bandpass filter (described  earlier)  and 

the line-following program on two  representative  inter- 

I (b) I 
d .---- 

- L. - 
----, 

.L-.--.- 

VMIN = 1524.08 VMAX = 1529.09 VAVE = 1526.73 S = 1.43 
VMED = 1526.73 SKEW = 0.04 KURT = - 1.41 

(C) 
Fig. 9. Fringe shift curves  and  statistical  speed-of-sound  values for two 

lines of a 740-pmthick rat liver  sample. (a) No filter and  no line following 
program. (b) Filter only. (c) Filter and line following program. 

ference  lines  taken  from an image of a 740-pm-thick  liver 
sample  is  shown in Fig. 9. Fig. 9 (a)  shows  the  normalized 
fringe  shift  curve  resulting  from  unfiltered, unsmoothed 
lines that were  averaged  eight  times. All averaging of the 
interferogram  images was performed with the  running 
average routine.  Fig. 9(b) shows  the  fringe  shift  curve 
resulting from  the  same  lines with filtering. Fig. 9(c) 
shows  the  resultant  fringe  shift curve with filtering and 
the line-following program. All three  interferogram  lines 
yielded the  same mean speed of sound value (1527 m/s). 
There was a trend of decreasing  standard deviation with 
increasing  processing of the  interferogram. A comparison 
of these numerical values  tend to indicate  that  the effect 
of filtering and  line  smoothing  has a negligible influence 
upon the mean value  and  tends to improve the  measure- 
ment  technique by reducing the  standard  deviation. 

As (1) shows,  the  measurement of the  speed of sound 
is dependent  on two quantities which are subject to exper- 
imental error; that is,  the  normalized  fringe  shift N and 
the  specimen  thickness T .  (The measurement  temperature 
is assumed  to stay constant.)  The  remaining variables are 
well-known constants  or physical dimensions that will not 
change with each  experiment.  Fig. 10 graphically illus- 
trates  the  error in the  speed of sound  measurement in a 
specimen with a speed of sound of  1545 m/s  as T and N 
are  changed by a small  percentage  from  370 pm and 0.61, 
respectively. This  type of parametric  graph  can  be used 
by the operator to determine  the  approximate  error of a 
particular  measurement  due to variations in thickness. For 
example, if the error in T is - 12 percent  and  the  error  in 
N is + 12 percent,  the resulting error in speed  is 10 m/s 
or 0.65 percent of the 1545 m/s nominal value. 

The standard  deviation of the  system was measured ex- 
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PERCENT  ERROR  IN 
F R I N G E   S H I F T   ( A N / N ~ )  

T o =  3 7 0 p m  
No= 0.6 I 
V * =  1545 m / r  

PERCENT ERROR IN 
VELOCITY  (Av/v,) 

-Oa6 t 
Fig. 10. Percent  error  in velocity versus  percent  error  in  fringe shift and 

percent  error  in thickness in  a  specimen  having  a velocity of 1545 m/s. 
Point A represents  a + 10 mls error (0.66 percent of 1545 mls). Point B 
represent a -8  mls error (0.51 percent of 1545 m/s). 

perimentally  using  a  370-pm layer of saline  as  a speci- 
men.  This was done  because saline, the reference  media, 
can  be  considered an ideal homogeneous  specimen, so the 
measurement errors  are  due to the  microscope and data 
acquisition system.  The first measurement was performed 
using the filter and the  second  without filter. The  range R 
included 128 points. The experiments yielded values of 2 
and 3 m/s for the standard deviation, respectively. The 
precision of the  system was in the  range  from -0.2 per- 
cent to +0.4 percent in both cases. 

The  accuracy of this technique was determined by using 
a  drop of Dow Corning 710 oil (150 pm thick, eight av- 
erages using the  running  average  algorithm), which does 
not mix  with  saline.  The  measurement result was 1405 
m/s, which can  be  compared to the published value of 
1378 m/s [ 181 for a difference of + 1.9 percent.  This  could 
be  due to dispersion.  The standard deviation of the veloc- 
ity distribution was 1.9 m/s, about 0.1 percent of the mean 
value. 

VI. ILLUSTRATION OF THE TECHNIQUE 
The following experiment was conducted to illustrate 

the technique. A white ICR female  mouse  approximately 
six to seven months old  was sacrificed by means of cer- 
vical dislocation so as to not introduce any  drugs into the 
tissues. The liver was quickly excised (within 5 min post- 
mortem)  and  immediately  placed in an isotonic saline so- 
lution. The sample was trimmed with a razor blade into a 
rectangular piece suitable for viewing with the SLAM. 
The  speed of sound  can only be  determined by this tech- 

THICKNESS(M) = 0.00046 
NUMBER OF AVERAGES = 4 

L I N E #  SLOPE YBAR 

LINE# SLOPE YBAR 

NS = 210 NE = 270  N = 6 1  
AVERAGE  FN = 1.19533 

22 -0.02  798.88 

23  -0.02  838.32 

VMIN(M/S) = 1561.348 HVAX(M/S) = 1571.029 
NHAX = 1.26496 NMIN = 1.08027 

AVERAGE SPEEDIM/S) = 1567.367 
STANDARD DEVIATION(M/S) = 2.313 

MEDIAN SPEED (M/S) = 1566.490 
PLAYTKURTIC -0.55 

MODE  OCCURS AT 1566M/S VALUE OF 23.00 
SKEWED RIGAT 1.137 

Fig. 1 1 .  Typical  output of the  program  that calculates the  speed-of-sound 
statistical  data  for one pair of interference lines. (Data  for lines 22 and 
23 are shown). 

nique if there is no discontinuity of the interference line 
between the saline  and  tissue.  Thus,  the  edges of the 
specimen are bevelled. 

The  sample was positioned on the plastic sheet in the 
center of the  microscope  slide,  and it was surrounded by 
a spacer of known thickness slightly smaller than  the  sam- 
ple. This way the specimen thickness is the  same as that 
of the spacer, and the spacer prevents the sample  from 
being  crushed or distorted by the coverslip. The area sur- 
rounding the tissue is filled with  saline, which serves  as 
the known reference  medium. 

The typical output data of a  program that calculates all 
of the previously described  speed of sound statistical data 
are shown in Fig. 11 for a  460-pm-thick  fresh  mouse liver 
specimen that was running-block averaged four times. The 
output is shown for the 22nd and 23rd  interference lines. 
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Fig. 12. Smoothed  interference lines after running line fitting  program for 
917-gm-thick rat  liver  sample. The horizontal  lines in the  output  are placed 
every 60 raster  lines to simplify  the  location of region R.  

TABLE I 

AVERAGED OVER 128 POINTS HORIZONTALLY. THIRTY-ONE POINTS ACROSS 
THE SAMPLE ARE SHOWN. 

STATISTICAL SPEED OF SOUND DATA FOR 917 gm THICK LIVER SAMPLE 

W 1 7 0  Ic-zT7 N--IIB 
THICWESS(flJ - 0 OCiW17oW 

LIME # U8 K SLOPE1  YDMl SCOPE2 *BAR2 A M  N N MIN N M X  W I N  W U X  V A K  Sl9M KmTOBI8 W E D  8*sY 

B 170 297 

LO L70 297 
9 L70 277 

I I  170 297 
12 170 297 
13 170 2?7 
14 170 217 
15 170 2+7 
16 170 297 

18 170 2-7 

20 170 217 
17 l70 2-7 

21 170 297 
22 170 217 
23 I70 -7 

17 170 397 

24 170 397 
25 170 217 
26 170 297 
27 170 147 
2E 170 147 
P? 170 297 
30 170 277 
3 1  170 297 
32 170 2.17 
33 170 297 
34 170 2V7 
35 170 277 
W 170 297 
57 170 297 
38 170 297 

AVERAOE V U E S  FWI 

-0 02 B I Z  9 -0 02 297 4 
-0 02  217 4 -0 02 332 2 

-0 02 367 1 -0 02 402 2 
-0 02 a02 2 -0 0 1  437 b 
-0 01 437 b -0 01 473  2 
-0 0‘ 473 2 -0 01 a09 2 
Q 0 1  W 2  -000 ? A S 5  

-0 W an2 1 -0 00 618 7 
-0 W b10 7 0 W bJ5 2 

O W  b J 5 2  0 0 0  4 9 2 0  
O W  L 9 2 0  O W  m 4  
O W  7 2 9 4  000 7 M 8  
0 00 7bb 8 0 00 004 b 
O W  0 0 4 6  O W  - 2 .  
O W  B 4 2 4  O W  B B 0 5  
0 00 800 5 0 00 91B t 

-0 W 957 4 Q W W5 2 
0 W 91B 9 -0 W 957 4 

-0 W 995 2 0 00 1032  9 
0 W 1032 9 0 W 1070 b 
0 W 1070 b -0 00 110% 4 

-0 W 110% 4 Q W II4b 2 
-0 W ,146 2 -0 W 11114 2 
-0 W l L e 4  2 -0 01 lPt2 4 
-0 01 1222 4 -0 0 1  12w B 

-0 01 1299 I -0 0 1  1337 I 
-0 01 L337 l Q 00 1375 I 
-0 W 1375 I Q 00 1413 3 

VELOCllV BlEY S 1 4 u .  K W T D 8 1 8  
1534 3 0 2 l 5 -0 ? 

-D 02 332 a -0 02 367 I 

- o w  5 4 a 5  - O W  J ( I Z I  

-0 01 l a w  E -0 01 I Z W  I 

I 039E 
1 0452 

1 ow5 
l 0630 

1 1424 
1 1474 
1 14.0 
1 1% 
I 1 w a  
l  2397 

1 21t3 
I 1-4 
I 1473 
I 1 2 s  
I W M  
I ob25 
I 0572 
I (M47 
I 07CS 
I 07- 
l o r n 0  
I W14 

1 -  
1 0744 

0 -7 
1 0523 

0 11916 

1 0.90 

I 1172 

I 2342 

I w a y  

- 

0 -W 
0 8750 

0 9344 
o m x  
o 9783 

I mm 
I 0127 

I 0574 
I -32 

1 -  
l l010 
l l& 
l .  1447 
l 1177 
1 0713 
1 M 4 a  
l 0 1 4 3  
l ma 
0 ?MI 
0 9 M l  
0 9757 

0 m 7  
0 W34 
0 WE0 
0 9f37 

o m -  
0 .7b l1  
0” 
0 7793 

o ma4 

o -75 

- 

The  slopes  and y intercepts for lines a and c (see  Fig. 8) 
of these two interference  lines  are  listed.  Fig. 11 shows 
the  speed of sound  data for interference  line 22 between 
x = 210 and x = 270 ( R  = 61 data  points).  The minimum 
speed (1561.3 m/s), the maximum speed (1571.0 m/s), the 
average  (mean)  speed (1567.4 m/s), and  the  standard  de- 
viation  (2.3  m/s) are shown.  The  distribution  is  playtkur- 
tic, skewed to  the  right of the  mean, has a  median  speed 
of 1566.5 m/s, and  has  a mode at 1566 m/s, of which there 
are  23  values. 

The  previous  illustration  indicates  the  numerical data 
that  can be obtained from a  single  interference  line. By 
combining many adjacent  interference  lines  into  this  anal- 
ysis procedure,  a  measure of the  spatial  distribution of the 
speed of sound  within  a  specimen is provided. Fig. 12 
shows the smoothed  continuous  fringe  lines of a 917 pm 
rat liver  sample.  The  statistics for each of the 31 line  pairs 
are shown in Table I. For this set of data,  the  standard 
deviation  is  small and the skew and kurtosis values are 
close to zero,  indicating  that  the  liver  sample  is  quite  ho- 
mogeneous.  The  average  speed of sound (1534.3 m/s), av- 

1 i w a  
I i m a  
l Ib4l 
1 IW2 
l m 3 2  
1 24zB 
1. 2072 
l  ab12 
1. 2437 
I 2-b 
I 2b77 
1 m 7  
1 3303 
I 3269 

1 2 2 w  
1 22w 
1 2077 

1 1530 
1 lb27 
1 l b w  
l  I471 
1 1794 
l 1%44 
I 1714 
I 1- 
I I619 
I l b l b  
I I 0 3 5  
o m  

1 mm 

1 wm 

- 

1 45 -0 5E 
1 95 -0 74 
1 7 5  -0B2 
1 59 -0 bo 
1 49 -0 51 

1 E l  -0. W 
1 76 -1. 02 
1 37 -1 W 
1 . a  -0 74 
1 .  l7 -I 23 
1.2b -1  33 

I 4 2  -0- 
1 .43  -0 b l  
1 32 -0 48 
l 2 8  - o m  
1.44 -1 01 
1 4b -1 19 
1 43 -0 9b 
1 27 -0 42 
1 15 -0 3b 
l  17 -I 04 

1 17 - 1  06 
l 23 -1 31 

1 18 -0 44 
1 37 - 1  03 
1 63 - 1  42 
1 M - 1  42 
1 b3 - l  1 9  
l bB - 1  13 

1 .  a5 -0 7. 

I S )  -om 

I 
- average  speed 
0 median speed 

I 5 1 sigma bounds 

:: 4 

0 0.4 0.8 1.2 1.6 2 . 0  2 . 4  2 . 8  

DISTANCE (m) 

Fig. 13. Speed of sound  versus  distance across sample. 

erage skew (0.2),  average  standard  deviation of the  speed 
of sound (1.5 m/s), and  average  kurtosis ( -0.9)  are  also 
shown in Table I .  Fig. 13 shows a plot  of the  average  speed 
of sound;  one of the  standard  deviation  error  bounds;  and 
the  median  speed  versus  distance  across  the  sample.  The 
speed of sound  is  rather  constant,  and  the  standard  devia- 
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tion is as small as would be  expected  from  a relatively 
homogeneous  specimen. 

Using the technique reported herein, the average  speed 
of sound was determined to be 1545 m/s for 28 rat 
livers [ 191. The averaged reproducibility was better than 
f4 m/s,  i.e., f0.3 percent of the  nominal value of 1545 
m/s. Even  when the results contain the effect of fat on the 
speed of sound, the values are comparable to those cited 
in  the  literature for similar tissues using the SLAM. Friz- 
zell and  Gindorf [7] obtained values of 1565 & 8 m/s for 
sheep liver and 1567 f 13 m/s for cat liver. The differ- 
ences  might  be  due to different fat concentrations,  be- 
cause in [l91 it  is shown that the  speed of sound  decreases 
in a rat liver when the fat concentration increases. 

In conclusion, an  automated  technique for determining 
the speed of sound at many  points across  a sample has 
been developed. The  speed of sound data set that is gen- 
erated is  much larger than could be  generated manually, 
thus enabling one to use quantitative statistical parameters 
to study the degree of tissue specimen heterogeneity. 
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