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Department of Electrical Engineering
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This dissertation deals with the physiological basis for a control
system for a respirator and its formulation for the design using optimal
control theory.

The physiology of a patient who requires a respirator is deranged
in a sufficiently unique manner as to make a general complex modeling
impractical. This also eliminates the use of the general respiratory
models of Grodins, Milhorn and others which are based upon a normal
individual. A basic approach is taken emphasizing the gas exchange function
of the human respiratory system and the maintenance of this exchange through
proper use of pulmonary mechanics. A model that is amenable to application
control theory is developed and justified.

Optimal control theory is applied to the dynamic equations of the
model to yield design equations (control laws) of a controller. However,
to design a controller that can be sufficiently inexpensive as to be
available to a large portion of the patient population, it is necessary
that control Taw be implementable on a microprocessor or a small mini-
computer. Therefore, several different formulations of the control
problem ‘are considered and comparisons made. Specifically, the continuous
formuTation of the control problem for both time optimal and quadratic
performance indices, sampled-data formulation for both time optimal and
quadratic performance indices and the continuous time optimal maximum
principle formulation are considered.

Finally, the implementation and future enhancements are discussed.
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1. INTRODUCTION AND PROBLEM DEFINITION

The inability to "breathe adequately" is an experience that everyone
has had at some time in their 1ife and usually has not forgotten. Ex-
periences such as swimming underwater or "having the wind knocked out of
you'" are of a short-term nature and, in a sense, "normal" episodes of Tack
of breath-dyspnea. These can be resolved by simply changing one's
environment—leaving the water—or by resting. Other acute forms of in-
adequate ventilation of a more serijous nature are the result of traumatic
events such as drowning or electrocution. If treated in time, these forms
of respiratory insufficiency can be resolved by artificial respiration,
such as mouth-to-mouth resuscitation, with or without oxygen supplementation,
as required. Other insufficiencies of longer duration require prolonged
support of the respiratory processes such as an oxygen tent or a respi-
ator. Treatment with an oxygen tent implies that the patient can physically
(or mechanically) breathe "normally", but that his ability to diffuse
oxygen across his lung membranes may be impaired. Thus, an enriched
oxygen environment is required to overcome this impairment. Other patients
-cannot breathe physically due to an inability mechanically to force the
air into and out of the Tungs even though their ability to diffuse oxygen
across the lung membranes is more or less intact. These patients require
mechanical respirators to support the work of breathing—the physiological
energy expended to promote the pfocess of breathing.

. The proper use of a respirator (ventilator) requires the close
supervision by medical personnel to insure that it is functioning properly.

This supervision involves the determination of the necessary ventilation




required to maintain medically determined blood gas concentrations thréugh
use of quantitive measures, such as the concentrations of carbon dioxide
and oxygen in the blood, or qualitative measures, such as the blueness
of the patient's skin. |
Although the need for respirator control in one form or another has
been with us for decades, it was not until 1954 that Radford [1] developed
a nomograph to estimate the proper respirator control settings to maintain
the necessary ventilation for the patient. This nomograph uses the
patient's weight and sex to determine the amount of air inspired per
breath (tidal volume) and the number of breaths per minute (rate) for the
necessary ventilation. This nomograph, although a major and useful med-
ical achievement, 1is based upon population norms and must be corrected
for many special conditions such as altitude, obesity, or the presence
of a fever. Even with the nomograph and present technology, one nameless
surgeon describes the management of a patient on a respirator as being
analogous to flying cross country with only telephone poles and past
experience as navigation aids. Since individual respiratory requirements
consistently vary beyond those given by this nomograph, it is evident
that there is a need for a respirator control system that is adaptable
to the patient's individual respiratory needs. Such a control must be
simple and relatively economical to be generally useful. In addition,
it should require no invasive transducers (transducers that penetrate
the body's surface) to sense gas concentrations, or other input variables.
The purpose of this dissertation is to develop the background for

the implementation of a prototype respirator control system. To provide




the necessary introduction for a respirator control, Section 1.1 contains
diécussion of respirators—their types, operation and use. Next a dis-
cussion of the respirator control will be presented. Section 1.2.1 de-
fines the problem of respiratory control. The human control system is
discussed with emphasis on its control mechanisms in Section 1.2.2, fol-
lowed by a review of previous attempts of providing an external means of
the regulation of human and animal réspiration and identify a different

~approach.




1.1 Respirators

The treatment of respiratory disease is largely a mechanical problem—
one of causing the lungs to be ventilated properly. As early as the
second century A.D., the Greek physician Galen recognfzed that it was
the weight of the atmosphere that forced air into the lungs when the
volume of the chest was enlarged by the expansion of the thorax. The
pneumatic characteristics of the Tungs determine if the ventilation is
sufficient to provide the necessary gas exchange. The types of respirators
can be identified by their method of providing "the weight of atmosphere"
for sufficient gas exchange.

The first respirators were used to assist patients with respiratory
paralyses such as poliomyelitis. Initially, they were of the tank type
(iron lung or Drinker-type) which enclosed all but the head of the patient.
The internal pressure of the tank was varied in such a manner as to cause
-the alternative positive and negative pressure gradients across the Tungs
to cause inspiration and expiration. These iron Tungs functioned well
for the paralyzed patient in a hospital room or at home, but proved in-
-adequate in the surgical operating room. Such iron lungs were of no use
due to their size, weight, and structure, in addition to being difficult
to operate during any electrical power failure. Some of these surgical
problems were circumvented by the development of a "negative" pressure
operating room—Sauerbruch's room-which was used to aid the respiration
of anesthesized surgical batients during surgical operations [2].

From these cumbersome methods have evolved the simpler and more

efficient methods. The most common is the use of intermittent positive




pressure (IPP) ven£11ation (IPPV) at the patient's mouth. This method
recognizes the basic principle that the Tungs can be inflated by a positive
external pressure. Instead of changing the patient's surrounding environ-
mental pressure, as with the iron lung or Sauerbrunch room, air is forced
into the batient's Tungs using a positive pressure gradient. The.expired
air is found from the lungs by the restoring elastic force of the lungs

and diaphragm, like a deflating balloon. This technique has permitted

the construction of a portable lightweight respirator which can function
both in the surgicaT suite as well as the patient's room (or even his home).

Although the use of IPPV is the most common form of respiratory aid,
there are many other methods. These are concisely discussed in Nunn [3]
and Grogono and Byles [4]. Due to the predominant use of IPPV, the re-
maining discussion will be confined to IPP types of respirators.

Pulmonary ventilation of the lungs can be represented by a simple
electrical analog in the form of an RC circuit. Electrical current repre-
sents the airway flow; the voltage is the analogue of airway pressure as
shown in Fig. 1 [5-8]. The importance of airway resistance and compliance
(pneumatic capacitance) will be discussed subsequently.

There are two basic types of IPP respirators: constant-pressure
(represented by a constant voltage) and constant-flow (represented by a
constant current). The constant-flow, also known as volume-limited or
volume-preset, respirator is analogous to a current source, IF, during
the inspiratory portion of the breathing cycle. Such machines deliver
’very precise volumes of inspired air, but the peak pressure of the re-

sultant air flow is dependent onn the pneumati; time constant represented

by RC. The constant-pressure, also known as a pressure-controlled or
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pressure-limited, respirator is analogous to a constant voltage source, VF’
and provides a constant pressure gradient at the mouth causing the air

to flow into the Tungs. The pressure setting is precise, but the rate of
air flow into the lungs is dépendent upon the pneumatic time constant.
This property causes the actual volume of inspired air received by the
patient to decrease with an increased airway resistance or decreasing
compliance and to increase with an increase in compliance. There are
other types of IPP respirators which act Tike variable pressure or flow
sources. These types will not be discussed here. The reader is referred
to Wald et al. [9] and Moore et al. [10] for a more complete discussion
of these types of respirators.

In this dissertation, no distinction will be made between the pressure-
and volume-controlled ventilators. Although some argue that these ventilators
can be made to perform identically [12] or that it is more important to
understand the details of operation of any ventilator rather than the
simple selection of type [13], present clinical practice seems to favor
the volume-controlled respirator. However, the state of the art of
respirators changes frequently making any discussion a function of present
‘techno1ogica] development and clinical practice. Therefore, the use of
the term respirator will be confined, unless otherwise specified, to a
generic IPPV that could be either volume or pressure controlled.

To complete the discussion of respirators, additional comment is
needed on the clinical use of respirators or respirator management.

There are several excellent books and monographs describing respirator

management in detail [2, 10, 13, 14]. Basically, the physician determines



the amount of carbon dioxide output and the inspired oxygen required to
maintain the desired levels through blood gas concentration measurements.
From these, using the Radford nomograph and clinical experience, he can
estimate the rate and volume (per breath) and the gas concentrations

of the inspired gas necessary to stabilize the patient's blood gas con-
centration levels at a desired value. Again, the Radford nomograph pro-
vides an approximation of the correct volume and frequency of respiration.
But, a variety of additional factors, such as activity, obesity and fever,
must be considered. If the physician is fortunate, he has equipment to
measure the pneumatic characteristics of the patient's lungs and airway,

as well as the diffusibility of CO2 and O2 across the air sacs or alveoli
of the Tungs. Hilberman, Patitucci and Peters [16], Osborne and associates
[17], and Turney et al. [18] provide good discussions of such equipment.
These additional measurements provide a refinement of, and sometimes change
greatly, the estimates of rate, volume, and gas concentrations required

for proper ventilaiion. In the critically i11 patient, the drawing of
blood for gas concentration analysis provides additional trauma. As will
be discussed in more detail in Chapter 2, much information can be obtained
about the blood gas concentrations from the gas concentratfons and pressure
and flow characteristics of the gases at the patient's mouth. This
minimizes blood withdrawals for gas concentration analysis. This provides
the control system with its primary source‘of information while only in-
frequent blood gas measurements are used to refine the estimate of proper

ventilation.



1.2 Respiratory Control

We breathe to promote gas exchange with the whole body, just as the
gastro-intestinal system promotes 1iquid and solid exchange. Consuﬁab]es
enter and wastes exit via these systems. A control system is needed to
ensure that the body's needs for this gas exchange are adequately met.
For the respiratory control system, "adequate ventilation" is the

criterion.

1.2.1 Definition of the respiratory control problem

Before any discussion of respiratory control, it is necessary to
define what is meant by adequate ventilation. Adequate ventilation "will
insure satisfactory levels of both oxygen and carbon dioxide in the
arterial blood, under prevailing conditions of barometric pressure,
composition of the inspired gas, deadspace, distribution, shunting, dif-
fusing and metabolic activity of the patient" [3]. This means that these
satisfactory levels of blood gases, defined empirically, must be maintained
by consideration of the physical properties of the inspired gases (baro-
metric pressure and composition), physical properties of the lungs for
gas exchange* and body requirements for gas exchange (metabolic activity).
The human respiratory control system, in essence, is a state requlator
type system controlling ventilation to maintain "preset" levels of carbon
dioxide and oxygen, which may be defined as states. This form of
venti]ation has been suggested as meeting a minimum energy-type criterion

[19-21].

*

The following physical properties are: (1) deadspace — areas of the
lungs where air enters, but no gas exchange takes place; (2) distribution
of the gases within the Tungs; (3) shunting — areas of the lungs through
which blood passes, but no gases are exchanged; and (4) diffusion — the -
?bility)of the Tung membrane to support gas diffusion between air and blood

Fig. 2).
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Table 1 defines the symbols to be used in this report. The primary
symbols represent quantities; the secondary symbols are used as subscripts
which denote either the Tocation of the particular measured quantity or
the measurement condition. The primary symbols, F and P, change meaning
depending upon the context indicated by the presence or absence of a sub-
script. For example, FIco2 means the fractional concentration of 1nspired
carbon dioxide, whereas F alone represents the airway flow (usually as a
function of time). Note that Q and V represent volumes of liquid and
gas, respectively, and their time rate of change are denoted by dots above
them, e.qg., Q and V. Similarly, the subscript T has contextual meaning,
e.qg., NT is total work, but VT is tidal vo]umé. The context should

eliminate any ambiguities in the meaning of the symbols.

1.2.2 Human respiratory control

Respiration is controlled by neural impulses which originate within
the Tower brain (medu]1a) and are transmitted to the chest cavity (thorax)
and diaphragm to govern the rate and tidal volume. The basic inputs for
the respiratory center are neural signals transmitted from peripheral or
central sites in the body. There are two sources of these signals. The
first source of signals is nonchemical in nature. These signals originate
from mechanical sensors such as the stretch receptors in the lungs or from
other neural sources such as emotion or voluntary control.

The second source of signals is chemical. Chemoreceptors are
located centrally at or near the respiratory center and peripherally in
the carotid and aortic bodies, and at other less important peripheral

sites. The central chemoreceptors are primarily sensitive to concentrations
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PHYSIOLOGICAL SYMBOL DEFINITION

PRIMARY SYMBOLS

content of a gas in liquid
equivalent compliance

diffusing capacity of lungs
for a given gas

the fractional concentration
in airway (with subscript)

flow rate in airway (without
subscript)

mean fractional concentration
respiratory frequency

partial pressure for a gas in
airway (with subscript?

total airway pressure (with-
out subscript)

mean pressure
volume of blood

volume of blood/unit time
respiratory ratijo

equivalent respiratory resis-
tance

% saturation of Hb with 0,

volume of gas
gas volume/unit time
work

conversion factor from ambient
to STPD 862

Dan

Dm

Dp

Ee

Ie

VTPS

STPD

SECONDARY SYMBOLS

alveolar

arterial

alveolar arterial difference
barometric pressure
capillary

mean capillary

deadspace

anatemical deadspace
mechanical deadspace
physiologic deadspace
expiratory

end-expiratory

inspiratory

end-inspiratory

minute (average over a minute)
resistive

tidal, or total

venous |

mixed venous

body temperature and pressure
saturated with water vapor

0% C., 760 mm Hg
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of carbon dioxide and hydrogen ions in the cerebro-spinal fluid and the
cerebral blood. The carotid body, located in the neck, and the aortic
body, located in the main artery from the heart, are primarily sensitive
to oxygen concentration, although under certain conditions they are
sensitive to carbon dioxide and hydrogen concentrations. A more
detailed discussion of chemoreceptors can be found in Comroe [22] and
Dedours [23].

For this discussion, the human respiratory control system (Fig. 3)
may be functionally divided into two separate, but highly interactive,
control systems: the chemical control system (CCS) and the external
ventilation control system (EVCS). The function of the CCS is primarily
to determine the required alveolar ventilation and to control internal
systems to achieve that ventilation. The EVCS controls the body's
interface to the air.

First consider the CCS, since most of the research has been done
in this area. 1In 1946, Gray [24] first outlined the basis of a respiratory
feedback control system. Later he and Grodins with several associates [25]
» formulated the first model of the CCS which provided an accurately productive
simulation. Since then there have been many models developed, each
incorporating some improvements over the previous model.

Before discussing them, it will be useful to examine their common
elements. A1l the models subdivide the body into compartments. These
éompartments are characterized by the following:

1. They produce or absorb gaées at a specific rate.

2. They contain conceﬁtrations of a specific gas in dissolved form,

either within liquids or solids. These concentrations can be
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dissociated back into gaseous form. The relationship between
the concentration of dissolved gas and the equivalent partial
pressure of the free gas is called the gas's dissociation curve.
Its shape is dependent upon the concentration of other gases,
the pH and the temperature. A good theoretical discussion of
oxygen's dissociation curve has been presented by Mikic, Benn
and Drinker [é6].

3. They exchange the gases with other compartments.

In addition to the compartments, the circulatory system is treated 1ike
a compartment since it exchanges gases with other compartments and
provides the means of transport (and the representative time delays in
the mode]) of the gases between compartments. For the gases to be
exchanged between a body compartment and the circulatory system,‘blood
must pass through the tissué of the body comﬁartment. This passage is
called perfusion and is probably the most important factor determining
the parametric values of all gas exchange models. The Tast components
in the system are the chemoreceptors. They are represented by nonlinear
elements which relate the gas concentrations and the pH to the level of
ventilation required to maintain homeostasis. Figure 3 illustrates the
basic concept of the CCS without specifically identifying individual
elements.

There are several reviews of the CCS models [27-29]. With the
increased availability of the digital computer, improved mathematical
techniques, and advances in transducer technology in the last ten years;
models of respiratory control have flourished. These models have typically

increased in both complexity and generality from the rather simple and.
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specific first model. In 1966, Yamamoto and Raub [27] divided these models
into three groups. Their grouping is still quite applicable. The first
group-is characterized as improvements on Grodins' first model [25]. In
1960, Defares et al. [30] (later reported in more detail [31]) improved

the first model by making two modifications to enhance the model's
transient response to CO2 changes. Both these models only conéidered

the control of COZ’ A later model of Grodins and James [32] extends

the model further to consider a controlier which has dynamic characteristics
which differ from its static ("steady-state") characteristics in order to
try to simulate drastic change in breathing induced by exercise. Further
improvements in computer technology and physiological information enabled
Grodins and associates to revise the model even further in 1967, to

include the regulation of oxygen [33]. Other offshoots of Grodins' first
model include works of Priban [34, 35], Hey et al. [36], and Mathews et al.
[37].

The second group of models were developed more or less independently
of Grodins' efforts. Models in this group began by consideration of the
phenomena of Cheyne-Stokes breathing, which consists of cycles of gradually
increasing tidal volume followed by gradually decreasing tidal volume.
Horgan and Lange [38] built their model primarily around the carbon
dioxide and oxygen exchanges and the circulatory time delays. Later
efforts refined the model's predictive capability [39] and added the
influence of a carbon dioxide chemoreceptor in the cerebral spinal fluid [40].

The third group of models was based on a paper of Milhorn et al. in
1965 [41]. This group extends the existing work of Grodins and Defares

by the addition of the oxygen portion of the system, providing nonlinear
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dissociation curves in place of the linear ones, and including the time
lags suggested by Horgan and Lange. There have been several enhancements
incorporating additional physiological data [42-44].

As MiThorn and Brown [42] have pointed out, the major difficulty in
the predictive capability of these models has been lack of information
about the Tocation and number of the chemoreceptors as well as their
response to stimuli which create the ventilatory response. However, the
steady-state (nearly static) operation of the human respiratory controller,
and hence the CCS, may be taken as a function of known variables of known
sites in the control loops. For an automated external respiratory
controller, this means that a simple model will be well behaved if its
operation is considered over a sufficiently long period.

The CCS determines the required level of alveolar ventilation, but the
alveolar ventilation is only a part of the total ventilation as observed
at the patient's mouth. This tidal ventilation is controlled by the
external ventilation control system to achieve the required alveolar
ventilation. The alveolar ventilation (VA) can be related to the minute

ventilation (VM) by the following equation:
x =V, -V, xf (1-1)

where VD is the deadspace. Note that this equation is a steady-state
expression using mean values. From this equation, we see that the EVCS
can adjust the frequency, tidal volume, and a portion of the deadspace
_ to provide the necessary alveolar ventilation.

As with other types of optimal control systems, the EVCS also

operates to minimize a cost functional. For the EVCS at a particular
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alveolar ventilation, the efficiency of the gas exchange is maximized
at a minimized cost in expended energy. This expended energy is in the
form of oxygen consumption, carbon dioxide elimination, and available
chemical energy required for the ventilatory muscles. For example,
the average person uses between one to two percent of his oxygen
consumption in the form of energy to power in the process of bréathing.
Due to various diseases and trauma, the consumption of oxygen required
to support breathing alone can approach, and even exceed, the ability
of the lungs to provide it. This, of course, is where respirators
come into use. Several articles provide a much more detailed discussion
of the concept of the cost of breathing [19-21, 35].

What factors effect this cost of breathing? These factors are
sufficiently Tengthy and complex to provide the index of a good respiratory
physiology textbook. With regard to the EVCS, the most conspicuous
factor is the frequency of breathing. Mead [45] has suggested that
there are two "optimal" frequencies determined by the body — one to
minimize energy expenditure in the resting state and another‘to maximize
gas exchange during exercise. These frequencies could be the result of
the EVCS trying to optimize breathing for the particular situation. Other
factors such as pain and voluntary control mediate the frequency. How-
ever, Ruttimann and Yamamoto [46] recently have shown mathematically that
‘there are no unique frequencies for nonresting man using a simple
pu1monary mechanics model. The other more conspicuous factor is depth
of breathing or tidal volume. This is a function of the flow rate of air
in the airways and the frequency of breathing resulting from the inverse

of the sum of the time of inspiration and the time of expiration. It
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is the resujt of much less conspicuous interactive factors, namely dead-
space and airway mechanics.

The most obvious portion of the deadspace is called the mechanical
deadspace which comprises the larger conductive bronchi, Tarynx and
pharynx. The rest of the deadspace, part of whose volume is controllable
by the EVCS, is called the physiologic deadspace. One part of this
physiologic deadspace is controlled by the circulation of blood within
the Tungs. If air enters an alveolus with 1ittle or no perfusion, no
gas can be exchanged, hence deadspace. Simi]arjy, another portion of the
physiologic deadspace is comprised of well-perfused alveoli with little
air flow. Finally, there also are alveoli both poorly perfused and
poorly ventilated. The EVCS, for purposes of this discussion, can
control the pulmonary circulation [47], to allow more blood flow to
better ventilated regions of the lungs. There are many references
further describing coordination of ventilation and perfusion in detail
[47-49]. The frequency of breathing [43] and the position of the person
[51] effect the distribution of the air within the lungs.

The instantaneous pressure of the air as measured at the alveolus
has a considerab]e effect on the deadspace. If the preséure/voWume
characteristic of the alveolus is examined, one sees that little pressure
is required to fully inflate the alveolus, but a large pressure drop is
| required to deflate a fully inflated alveolus. An excellent discussion
of the physical theory of this hysteresis phenomena is presented by
Crane [52]. The specific shape and width of the hysteresis curve are
determined by a substance called surfactant, which minimizes the surface

tension thereby allowing the alveolus to be inflated with a minimum of
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muscular effort [53-55]. The deflation of the alveolus is called
atelectasis [56]. The EVCS has mechanisms such as bronchoconstriction
[59, 60] to control alveolar pressure, hence controlling gas exchange
by taking alveoli into or out of the pulmonary air circulation. This
is accomplished by decreasing the alveolar pressure to deflate the
alveolus or increasing it to inflate the alveolus.

The pulmonary mechanics observed at the mouth are the result of
the interaction of 300 million alveoli with the external envjronment.

- The measurement of these mechanics and the instantaneous gas concentrations
are helpful in examining the function of the EVCS. Yamashiro and Grodins
[61] provide an excellent discussion of operational characteristics of

the EVCS to minimize the expenditure of energy in breathing.

If we consider the integral of the product of the pressure and flow
waveforms at the mouth over one breath, the work of breathing is obtained.
It consists of two components as would be suggested by the airway model
discussed earlier in conjunction with respirators (Fig. 1). The first
is the resistive work causing the expenditure of energy in the form of
muscle motion to inflate the lungs. The remainder of the work does not
require the expenditure of the body's energy. This is the elastic energy
exerted by the alveoli and rib cage used to deflate the lungs [2, 3].

The flow and pressure waveforms are controlled by the EVCS to minimize
energy by the body in the breathing process. Once the frequency of
‘respiration is set, the ratio of inspiratory time to expiratory time

can be adjusted by the EVCS to help minimize the resistive work.
Widdicombe and Nadel [62] have further proposed that the airway resistance

be regulated in an optimal manner.
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Finally, the total respiratofy control system has been modeled
by Yamamoto and Raub [27] and Yamashiro [21] with some success. Un-
fortunately, not all the components of the respiratory control system
are known. Until they are, such studies as those on the stabi]ify of
the respiratory control system [63, 64] are a bit premature. As one
cybernetician put it, "there are few bugs in the respiratory control
system that two billion years of research and development haven't
solved [65]". However, the application of increasingly more sophisticated
engineering and mathematical methods is aiding the continued refinement
of respiratory control models. Examples of the more basic émpirica]
techniques include sinusoidally varying the concentration of the inspired
gases [69-71] and pressure [72] to obtain equivalent impedances for the
models. Least squares estimation [66] and other statistical techniques
[67, 68] exemplify the more sophisticated approaches of model identifica-
tion techniqués. A11 of these techniques, in conjunction with improved
physiological transducers, will continue to improve the genéra]ity of

respiratory control models.

1.2.3 Automated respirator control

A surprising amount of work has been done on automated respirator
confro). The first group of papers deals with servo control of inspired
gas concentrations. Bellville, Fleischli and Attura [75] developed a
Servo controi to instantaneously vary the concentration of inspired CO2
in a sinusoidal manner. Earlier, Lambertsen and Wendel [76] used the
: measurément of the end expiratory_CO2 to control the inspired gas

concentration. Pierce [73] developed a closed circuit system which
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measures the oxygen consumption and removes carbon dioxide and supplies
oxygen‘to maintain the desired gas concentrations within the closed
‘system; Folgering et al. [74] have refined this type of closed circuit
system even further.

The use of IPP ventilators can cause some harmful effects. Due to
their wide spread use, there has been some work in minimizing these.
Primarily, the effects are reduction of cardiac output [14, 15] and
changes in the mechanical properties of the alveoli [57], as a result of
controlling airway pressure and flow waveforms. Wald, Murphy and Mazzia
[9] have doné a theoretical study of controlled ventilation using the
simple model of Fig. 1 (also Ruttimann and Yamamoto [46]). Different
inspiratory flow waveforms such as fectangu]ar, sinusoidal, exponential,
positive ramp, and negative ramp were used to minimize the average
alveolar pressure for a particular deadspace and alveolar ventilation.
This minimization determines the optimal tidal volume and respiration
rate. Jain and Guha [6, 78] have carried this even further by developing
a control system to maintain a specific alveolar pressure.

Introducing air into the alveoli by proper consideration of airway
mechanics is only half of the,function of a respiratory; the introduced

- air must have an appropriate gas composition. An experimental system for
maintaining a constant alveolar Pco2 while experimentally changing the
Pozbwas constructed by Holloman, Milhorn and Coleman [79]. It utilized
the end expiratory Pco2 to regulate the concentration of inspired Qas

to maintain a constant Ppco,. In 1969, Hilberman, Schill and Peters [80]

outlined, by means of flowcharts and functional schematics, a respirator
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control system to maintain a preset arterial Pco2 through use of a sampled-
data regulator. It considered the problem of the maintenance of the patient's
cooperation (not fighting the respirator, a common behavior) by shutting
off the patient's proprioceptive mechanisms for breathing through
regulation of the PAco2 as interpolated from the end expiratory Pcoz.
It was an adaptive controller changing the ventilation in response to
the patient's needs. The ventilation provided was bounded by the physician
through 1imiting the parameters used to calculate the alveolar ventilation
in Eq. (1-1) (namely the tidal volume, respiratfoh rate and the mechanical
portion of the deadspace). 1In 1971, Mitamura et al. [81] devised an
"optimally" controlled respirator which controlled ventilation by measure-
ment of the carbon dioxide output. It used a linearly estimated deadspace
to estimate alveolar ventilation and varied the respiratory rate to minimize
ventilatory work.

An optimally controlled respirator requires an adaptive controller.
It must be able to determine and even anticipate the patient's needs for
venti]ation'and'provide for them. Since many of the parameters are un-
observable on a continuous-basis, the controller must blend clinical
experience and theoretical knowledge. This dissertation will develop
thé physiological model for a respirator control utilizing the parameters
measurable at the patient's mouth with emphasis on gas exchange param-
eters (Fig. 4). These parameters will be used by the controller to
refine the physician-estimated respiratory control settings‘to provide
a more accurate and prompt estimate of the patient's physiological needs
for respiratory gas exchange. In Chapter 2, a model for the control

system will be developed. In Chapter 3, the optimal control gas exchange
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will be discussed and a suboptimal set of control Taws developed for
the implementation. A summary of results and directions for future

development will be discussed in Chapter 4.
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2.4 Measurable Parameters of Respiration

To control ventilation extracorporally, it is necessary to obtain
a measure of the body's response to the delivered ventilation. Pu1monary
function testing which is usually used for patients not on respirators
is well described elsewhere [101, 102]. Hence, this discussion will
be Timited to the parameters which are measurable at the patient's
mouth and whose measurement does not require the change of the inspired
gas concentrations (such as nitrogen washout techniques, and the Tike).

At the mouth there are four waveforms which provide useful information
about the gas exchange occurring within the patient's Tungs. The pressure
and flow waveforms yield information about the pulmonary mechanics or the
mechanical efficiency of the gas exchange and measure of particular gas
volumes such as tidal, expiratory and deadspace. The oxygen and carbbn
dioxide concentration waveforms provide quantitative information about
the gas exchange and are the basis for estimates of the gas concentrations
in the blood. These four waveforms are illustrated in Fig. 10.

The pressure waveform is measured by inserting a pressure transducer
into the airway at the mouth of the patient. A more accurate measurement
of the pressure waveform for calculation of pulmonary mechanics is
performed by placing a small (1 cc) balloon transnasally into the patient's
esophagus. The balloon is then connected to a pressure transducer located
outside of the patient by a thin, but firm, tube [103]. Unfortunately,
this more accurate method is not tolerated very well by the patient
both medically and emotionally.

The flow waveform's measurement is more complex since it is nonlinear

due to turbulance. However, if several parallel plates are horizontai]y
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inserted into air flow, the turbulance is eliminated and the flow becomes
linear causing the differential pressure across the length of the plates
to be linearly related to the airway flow. This is the principle of
the pneumotachograph, which is most commonly used in practﬁce. In
clinical use, due to moisture accumulation problems, the prolonged
continuous use of a pneumotachograph causes a decrease in accuracy.
Elaborate systems have been developed to eliminate this problem. One
system uses warm dry air added to the air flow in small quantities to
flush the accumulated moisture out of the pneumotachograph [106]. In
addition to moisture accumulation problems, the user must be aware of
the Timitations of their range of amplitude linearity and frequency
response [104, 105]. A new promising flow meter uses ultrasound to
create a doppler shift for air flow [105, 107]. It has the advantage
that there is no heating source to prevent moisture condensation. Finally,
a wire mesh flow meter has been developed [108]. The air flow cools
a heated wire grid; the cooling is a measure of the amount of air flow.

The real-time measurement of the waveforms of the concentrations of
the respiratory gases must use the spectrographic properties or rapid
chemical reactions of these gases, since no other presently available method
provides a sufficiently prompt response time to measure the rapid
concentration changgs that occur in these gases (Fig. 10). One commonly
used device, Goddard Capnograph, uses the infra-red spectrum to determine
the carbon dioxide concentration. It is fairly accurate (0.1% COZ) and
has a response time less than a tenth of a second. There are several

sources of error in measurement. The first is the interference from



the overlapping of adjacent spectral peaks of other gases. This

is resolved by chromatic filtering. Spectrum broadening due to the
inelastic collision between the carbon dioxide molecules and those of
other gases is another. However, since this'phenomena is directly
related to the concentration of the carbon dioxide, its effect can be
eliminated by a linear correction factor. The capnograph tends to have
a nonlinear response over a large range of carbon dioxide concentrations,
but, in fhe present application, only a reiative1y narrow range of

response will be needed.

A common oxygen measurement device is the Westinghouse oxymeter.
Its operation is based upon the permeability of zirconium oxide to oxygen
ions at high temperatures. The Po2 differences between the respiratory
gas and the external atmosphere cause a voltage difference to develop
between the plates exposed to each of the two respective gas mixtures.
This voltage is related to the Po2 difference by the Nernst equation
[110]. The physical structure of the oxymeter is a fuel cell

whose external and internal platinum surfaces are coated with zirconium

48

oxide. The oxymeter has a relatively fast response time (0.03—0.05 seconds).

Unfortunately, the cells age rather rapidly, and, due to the high
operating temperature of the fuel cell (about 960° C), it is an explosive
hazard as well as having a source of error introduced by temperature
related oxygen combustion.

The mass spectrometer combines the functions of both the capnoghaph
and the oxymeter as well as the ability to determine the concentrations
of several other gases such as nitrogen. Due to its high cost, it is

used more in clinical research rather than normal patient care. However,
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it is included here for completeness. The mass spectrometer is used

to measure the fraction of the respiratory gases, not the partial pressure.

* Hence, some calibration and calculation are required. Water vapor present
in the expired gases must be included in these calculations. Fortunately,
it can be calibrated about specific values of the estimated fractional
concentrations of the gases to provide both sensitivity and accuracy over
a range of common physiological values. Detailed discussions of its
operation and a more complete error analysis are treated elsewhere (110,
111]. There are other discussions of its use in a monitoring environment
[113-115].

Although the respirator control is constrained to use only non-
invasive techniques in estimating the alveolar, arterial and venous gas
concentrations, several invasive direct techniques for the blood gas
concentrations are noteworthy. Mass spectrometry has been used to make
these measurements [113, 114] in quite the same manner as the respiratory
gases were measured. Electrode systems have been developed to measure
the.pH and temperature, in addition to the gas concentrations in flowing
blood [116]. Finally, the use of fiber optics to transmit Tight of two
colors from the source to a sensor through blood has made it possible
to directly measure the hemoglobin saturation (of oxygen) by use of the fact
that the hemoglobin saturation is directly related to the color of the
blood [117, 118].

From the four waveforms, many possible measurements are obtainable.
This discussion will involve only a few of these. Turney, McAslan, Crawford
and Adams [119] presént a good compendium of the possible meésurements.

For the purposes of a respirator control system, the respiratory parameters
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needed are the resistance, r, the compliance, ¢, tidal volume and expiratory
volume, mindte ventilation, total work, resistive work, mean and end
expiratory P-co2 and the end expiratory pressure. Note that the param-
eters of the oxygen waveform have been ignored in the prototype controller,
although they will be used in later versions.

As was stated earlier, from a pneumatic standpoint, the lung can be
represented by a simple series RC equivalent circuit. The resistance
and compliance are estimates of this equivalent circuit. Their specific -
and relative values give the physician a good estimate of the gas exchange
and the effort of the patient to maintain it. Since these values are only
estimates, there are many methods for their determination [119-123, 126].
Since a computer is not available, some measurements are not possible.
However, due to recent advances in integrated circuit technology, most
measurements can be accommodated using a microprocessor and some analog
preprocessing circuitry for each control system. Turney et al. [115] even
uses a modified desk calculator to monitor a 12-bed respiratory word.

From the flow waveform, the tidal volume and expired volume can
be obtained by simply integrating over the appropriate periods.
Inspiration can be defined as the period which the air flows into the
patient. By convention, its start is indicated by a negative zero
crossing of the flow waveform, its end by a positive zero crossing.
The occurrence of the negative zero crossing is used to trigger a
sampling of the pressure waveform to obtain the end expiratory pressure,
PEe’ while the positive zero crossing is used for the end inspiratory
pressure, PIe’ The compliance is defined as the ratiovof the tidal
volume to the difference between the end expiratory and end inspiratory

pressures.
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The expired volume is calculated by integrating the flow waveform
between the positive and negative zero crossings of the flow waveform.
Since the tidal and expired volumes of the previous breath are known and
since the patient on a respirator breathes relative constant volumes, the
value of half of these volumes is also known. Hence, the flow and pressure
waveforms can be sampled when the integral of the flow waveform is
equal to half of the tidal and half of the expired volumes to obtain the
midtidal flow and pressure, FMT and PMT,_and the midexpiratory flow and
pressure, FME and PME’ respectively. These are used to calculate the Cook
resistance [122] by dividing difference between midtidal and midexpiratory
flows by the difference between the midtidal and midexpiratory pressures.

When the product of the instantaneous pressure and flow is measured, the
instantaneous power is obtained. If the instantaneous power waveform is inte-
grated over the total respiratory cycle, the resistive work is obtained. If
it is only integrated over the inspiratory portion of the respiratory cycle,
the total work is calculated. The resistive work indicates the amount of
work lost (energy expended) during one breath while the total work is the
amount of work used during a breath. The total work is greater than the
resistive work since some of the work used for expansion of the chest during
inspiration is stored in the form of potential energy stored in the elastic
rib cage and alveoli. This potential energy and hence its related work is
recovered during expiration. The difference between the total and resistive
work is the work expended during inspiration, but which is recovered during
expiration. This work is used to expand the chest, alveoli, and diaphragm.
Sirice these have elastic properties, most of the energy spent inflating them
is recovered during deflation. Other normalized measures of work or commonly
used such as work per liter , work per breath divided by the tidal volume, and

work per minute, the product of the work per breath and the respiration rate.



2.5 Measurable Respiratory Parameters and Respiratory Function

The values of respiratory parameters have significance in both their
absolute value and their value relative to past history and particular
pathology. "Emergency" indicants of problems with the mechanical and
functional aspects of the control system use the absolute value of these
parameters. For example, a sudden decrease from the nominal respiratory
controller settings of the tidal volume and insbiratory pressure as
measured at the patient's mouth would indicate a leak in the respiratof‘s
seals or tubing [128]. Similarly, a sudden decrease in expired volume
would indicate the disconnection of the patient from the respirator.
"Trends" usually occur over the period of several hours usually with
only slight incremental relative changes observed over several sampling
intervals.

From a different perspective, the measured parameters may have
different meanings, which depend upon whether or not the patient has been
stabilized. During the initial phase of the control when the patient has
Just been placed on the respirator, some of the parameters may vary over
a wide range of values. The most obvious is the Pco2 which is expected
to change in order to reach the desired value, the major purpose of the
controller as outlined in this dissertation. Less obvious is a change
in the compliance, resulting from the increased number of alveoli
participating in gas exchange. This is due to the respirator's positive

fnf1ationary pressure opening them up. Once a patient has achieved the
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desired Pc02, i.e., respiration is stabilized, the parameter values usually

also stabilize causing parametric values to be interpreted as trends.
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Table 2 briefly describes the significance of several of the measur-
able respiratory parameters in regard to alarm and trend indications.

For alarm indicants, direct measures of the characteristics of the 1nput
waveforms (flow, pressure and Pcoz) yield the best information. Although
the derived parameters also reflect the existence of alarm conditions,
this can be used by more sophisticated control conditions to determine

the specific cause of the alarm condition. The pressure and flow waveform
characteristics inform the control system of problems with delivery of

the set ventilation, not only the amount of inspired air, but also the
efficacy of the inspiration-expiration ratio (i.e., does the patient have
sufficient time to expire the previously inspired volume of air?).

For gas exchange, the adequacy-of-oxygenation assumption eliminates
the direct need to estimate the oxygen consumption from the O2 waveform.
However, a more comprehensive respirator control and pulmonary function
evaluator can use this parameter. With regard to carbon dioxide, the end-
expiratory Pco2 is used as an estimate of the arterial Pcoz. In normal
clinical practice [11], blood gas measurements are made every six to
twelve hours after a patient's Pco2 Tevels have stabilized due to proper
ventilation. More frequent measurements are made when the patient is
started on the respirator. The difference between the measured arterial
Pco2 from the blood gases and the measured end-expiratory Pco2 from the
control system is then used to recalibrate the control system's estimation
of the arterial Pco2 which it used for the basis of its regulation function.

Since the Radford nomograph estimates the ventilation required based
on an estimation of the Vcoz, the respirator control system can use its

measured Vco2 to refine the ventilatory requirements on an empirical basis.
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THE SIGNIFICANCE OF SELECTED MEASURABLE RESPIRATORY PARAMETERS

Parameter

Fany

PIe

MT

PEe

r

Alarm Indicator

Initial Stabilized
yes yes
yes yes
yes yes
yes yes
no no
no no
no no
no no
yes - yes
yes yes
ves yes
no no

Trend Indicator

Initial Stabilized
no no
ne- no
no no
ne no
no yes
no yes
no yes
no yes
no no
no no
yes yes
yes yes



The empirical measurement of \-/co2 has 1ittle meaning until the patient is

stabi]izéd at the desired Pco2 level, since changes in gas storage as

well as production are measured while the stabilization process is taking

place. Once the patient is nearly stabilized, \./co2 can be used to refine

the ventilation to maintain an equilibrium about the desired Pco2 level.
This discussion has been intentionally of a qualitative nature.

The particular amount of change in the parameters used for the control

system are of a patient-specific nature. In addition, clinical experience

guides the determination of what percentage change in each parameter con-

stitutes a trend condition.
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2.6 Summary

To conclude the discussion of the physiologic basis of a respirator
control system, let us 1htegrate the concepts already discussed. First,
our purpose is to design a control system to provide the proper ventila-
tion for the patient. Proper ventilation, as was pointed out earlier,
maintains the blood gas levels within specific physiologically defined
1imits. Next, due to reasonable medical and economic constraints placed
upon a respirator control system, these levels may be estimated from
phenomena observable at the mouth, but the observer must beware. Both
the patient's specific physiology and the dynamics of human gas exchange
greatly effect the accurate estimation of the blood gas level. Nevertheless,
after calibration, a system can accurately make these estimates to be used
by the respirator control system to regulate ventilation.

Finally, the model discussed in this chapter is not intended to
be a model applicable to all patients. There.are many forms of respira-
tory failure, each with its own form of dysfunction. The model used here
is based on an answer to the question: What can one determine about a
patient's respiratory functioning using noninvasive techniques but know-
ing little about the specific pathology? The answer given by the model
is applicable to a subset of all patients requiring respirator support.

The definition of his subset will be determined clinically. The importance
of this model lies in the fact that it can provide.the basis for a respira-
4tor control system that will respond quickly to the patient's respiratory

needs.
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3. AUTOMATED CONTROL OF CARBON DIOXIDE EXCHANGE

This chapter deals with the mathematical definition of control
problems using the model developed in Chapter 2. From these definitions,
solutions will be obtained to define a regulator for the automated control
of 002 gas exchange as a first step for a respirator control system. The
motivation of the chapter is to investigate the various ways of formulating
the control problem to find the easiest to implement. An automated respi-
rator control system that requires a large scale computer cannot be
Justified from an economic basis. Therefore, a controller must be imple-
mentable by a relay system, analog, hybrid computer or microprocessor
to be generally available to patients.

Section 3.1 will deal with the mathematical definition of the optimal
control problem considering important physiological constraints. It will
be shown that although the mathematical definitions of the system dynamics
are nonlinear, a linearized defiﬁition will be adequate.

Section 3.2 will deal with the continuous control problem. It will
consider both the time optimal and the quadratic performance indices
and their results.

Realistically, the measurable parameters are not continuously observ-
able, so Section 3.3 will deal with the sampled-data control problem.
Again, the time optimal and the quadratic performance indices will be
considered. Only a fixed interval sampling scheme will be considered.

The application of the Maximum Principle to the continuous time
optimal problem will be considered in Section 3.4. The solution for
the control function is really equivalent to a'sampled—data time optimal

control problem with variable sampling intervals.
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3.1 Bilinear Control Systems and the Formulation of the Control Problem

Until the late 1960's, bilinear control systems as such were a rel-
atively unresearched area. Usually approximate linear models were fre-
quently used to describe the dynamic behavior of nature's nonlinear processes.
The bilinear model of a nonlinear process is one step beyond the linear
model since it has a Tinear term for both the state and control variables
and a non]inear‘term of the products of the state and control variables.

Many natural nonlinear processes can be modeled using a set of bilinear
dynamic equations. Mohler [130, with Smith, 131] has suggested that

such biological processes as the population of a species, catalytic chem-
ical reactions, compartmented physiological models and hemostatic regqu-
1étors, such as respiratory, cardiac and thermal regulatory systems,

are bilinear in form. In physical systems, bilinear systems appear in
such complex dynamic systems as nuclear fusion processes and heat transfer
to more mundane applications such as the braking system of automobiles.

In 1968, Rink and Mohler [132] first published the sufficient conditfons
for completely controllable bilinear systems. Later that same year, they
presented a method of synthesis for bilinear control [133]. Moon [143]
later showed that if the state variables are phase-related and linear
in control, and if a time optimal control does exist, it is “béng—bang”
in nature just as for linear systems. Due to algebraic complexities,
most of the theory of bilinear control systems has been developed from
‘geometric arguments.

Using a reduced model of the Farhi and Rahn type as shown in Fig. 10,

let us define the control problem which is in bilinear form. Note that
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the "sTow" compartment has been ignored since it will little effect
dynamic state equations. Similarly, the capacitance of alveolar com-
partment has been ignored (indicated by the dotted capacitor) and has
been repfaced by a capacitance representing the CO2 storage in the blood.
In Fig. 11, the voltages {corresponding to Pcoz) across each capacitor
are defined as the state variables. The reciprocal of the resistance
in the alveolar compartment is defined as the control variable v. Note
that ignoring the alveolar capacitance has an effect on the specific
value of v, but the ignored resistance can be incorporated later as an
additive term to the value of v (note v is also referred to as the venti-
lation).

The dynamic state equations are:

Y1 = magayq - bVt oag,y, (3-1a)
Yo = apyy - ¥yt oy | (3-1b)
where
: _
a7, = (3-2a)
. 12 c]rz
]
Anq = (3-2b)
21 c2r2
_a -
b] B cq (3-2c)
I Qco
o 2 2 -
Cy = 3 (3-2d)
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The control variable, v, must be constrained by the following relationship:

G < Vpip 2V = Vmax (3-3)
and, for physical reasons, the state variables must be constrained
0<y . (3-4)

Since we desire to have the control necessary to transfer the system
from an initial state, Yg» to @ final equation state, Yes In a minimum

time, the cost function used in this analysis is:

J= [ dt . | (3-5)

However, the time optimal solution may not be ideal from a patient's per-
spective, so an error-nuiling or quadratic-performance index will also
be considered:
t
f T 2
J= [ {y-y) Qly-y)+rvdt (3-6)
to
T .
where y  is the transpose of y.

Directly applying the Maximum Principle of Pontryagin [118] to the
differential equations of Eq. (3-1) and the cost functional of Eq. (3-5),
we obtain a "bang-bang" type of solution of the control — sequence of al-
ternate app11cat1qn of Vinax and Vini to reach the final state of Ye-

Physically, this means alternate extreme hyperventilation and extreme

hypoventilation which is not well tolerated by the patient. Also, the
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equilibrium ventilation, Vgs (causing i_= 0) must 1ie within the prescribed
bounds of Eq. (3-3) for a final equilibrium state to be possible. Finally,
it has been suggested that too rapid a change of the Pco2 causes cardiac
rhythmias [128] and other undesireable side effects [11]. Since the
state variables either are barely physically observable or are mathematical
constructs, measurements of their rates of change or placing con-
straints on their rates of change in the formulation of the problem com-
pounds the difficulty of observation and of solution of the control
problem. Instead, let us place a constraint on the rate of change of

the control variable v.

Let us define a new state variable
)/3 =V ) (3'7)

under the same constraint of Eq. (3-3) and a new dynamic equation

where
lul <n<e . (3-9)

The addition of the new state variable has two effects. First, this
constraint allows medically reasonable changes in the Pco2 to occur for
the proper initial v, (vo) and the bounds of the rate of change of v.
5econd1y, the "bang-bang" type of ventilation is eliminated.

To reformulate the control problem to make use of the additional
state variable and to eliminate unnecessary constants, let us define |

the equilibrium state y,, where y = 0 by
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r"“ -
Ve
Yo = | Y1e ¥ V02", - | (3-10)
aVco2
u,yle J

for a specifically chosen Yie> the PaCOZ' Using this, Tet us make the

following transformation:

X=Y - Y (3-11)

to obtain our new dynamic equations

Xy = .(a]2 + b]y3e) Xp F aypXy = byXxyXg - b]y]ex3 (3-12a)
Xo T 1% T A%y (3-12b)
X3 = u (3—]2C)

under the new end conditions

Xg =Yg - Ya | (3-13a)

and

Xe = 0 (3-13b)

assume that N is the desired equilibrium.
If the eigenva]ues'of the autonomous system (zero value of control

variable) described by Eq. (3-12) are calculated, then it is indicated
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that the slow one remains relatively constant over a wide range of venti-
lation (x3) in Table 3. The fast eigenvalue does vary more markedly
over the range of ventilation. However, since fast mode is on the order
of seconds when we are looking at the model in terms of variations over
several minutes, its effect can be ignored. This result is valid for
variations of the model parameters of 150 percent. Therefore, a model
linearized with respect to ventilation, X3 is valid over the range to

be considered.



TABLE 3

EIGENVALUES OF AUTONOMOUS NONLINEAR EQUATION

-4000.
-3000.
-2000.
-1000.
0.
1000.
2000.
3000.
4000.
5000.
6000.

(ventilation)

For ¢y 7 0.748E 02, c

2

Eigenvalue
-0.372673E
-0.380116E
-0.387574E
-0.395046E
-0.402532E
-0.410031E
~-0.417542E
-0.425865E
-0.432599E
-0.440143E

-0.447697E
(fast mode)

= 0.250E 03, r

1

01
01
01
01
01
01
01
01
01
01
01

2

Eigenvalue 2
-0.841323E-02
-0.123727E-01
-0.161796E-01
-0.7198419E-01
-0.233675E-01
-0.267635E-01
-0.300366E-01
-0.331932E-01
-0.362390E-01
-0.391796E-01
-0.420202E-01

(s1ow mode)

= 0.200E-01
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3.2 Linearized Continuous Problem

This section deals with the linearized continuous formulation of the
optimization problem. [By linearized, it is meant that we are ignoring
the X3X; term of Eq. (3-12a).] Both time and quadratic performance index
criteria will be considered. Note that although the state variables may
not be observable continuously, these formulations may provide insight

to a simpler suboptimal solution.

3.2.1 Linearized time optimal continuous

Let us consider the Tinearized problem using the system described

by the vector differential Eq. (3-12)

X = Ay x + By u (3-14)
The time-optimal cost functional is
t
3=7 " at
%
and the initial state éjto) = Xg and the final state x(tc) = 0. The
controllability matrix G of the above system is given by
G = [By (A, B A2 B, ]
3L:73L73L: 3L 3L
0 =byygen {2y, + byyge) mbyyyg)
- 0 0 ,
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By inspection, G is nonsingular and the determinant of G is nonzero;
therefore, the system is controllable and normal [136].

The characteristic equation of this system is

2

= s" + (aZ] tag,t b1y3e) s+ b]y3ea2]s =0 . (3-16)

Using the values of % let us define the matrix M such that

“1 %2 %3
M = %y Og 0 . , (3-17)
ag 0 0

Let A, be the roots of e _(s) such that

A = 0 (3-18a)

A = b - A2 ¢  (3-18D)

A, = -b + A2 ¢ | (3-18¢)
where

b= (ag) + ajy + byyz,)/2

Y3021
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A transform can be applied to x such that the state equation becomes

Yk = * -
X = Agxt + Bau (3-19)
where
x* = GMx
_ -1
A3C = [GM] A3LGM
B, = [GM]'1 B
3c 3L
The form of x* is called the phase variable canonical form.
Let us define a new transformation, T, such that
1 0 0
T = -Aq 1 0 . (3-20)
Ay —(A] + Az) 1

Another system whose control law has been weT] defined by Ryan [138] is

defined as

v = Ay v+ By (3-21)

where
v = TGMx

-1
= [TGM] A3LTGM

x=
i

[TeM]™' B

lve)
1

3L
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Since this system is linear of third order and has the real eigenvalues

of the A3L matrix ordered such that
A1 < AZ <0
the control law is as follows:

Lo [ msanbe(w)] for gly) # 0
-sgnlo(v)] for ¢(v) =0

where
\ V3
¢(v) = vy + = + —
1 Ry A](A] AéT
ax](x] - Az)
Aq /A
Ho=pq 12

H=1+ 1 -1+ G sgn(o)] exp[aA2v3sgn(o)]

() =0 = vy + S8 (14 ja))

G = —aAZ(AZVZ + v3)

A], AZ nonzero roots of the characteristic equation @C(s)

sgn (-) = signum function

|- ] & absolute value function

i

(3-22)

(3-23)
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a = ]/a21

v = the new coordinates [v], Voo v3]T

This control, when implemented, presents several problems. The
first is the value of Hp. Since it is a number raised to the power of the
ratio of . to Ao and the magnitude of that ratio is a large positive
number, Hp is a Targe number. This causes overflows when calculated on
the computer. Next, other products also cause overflows. Therefore,
overflow protection is needed either in the control law program or by
the computers system software. Since the sign of the product of these
large numbers 1is used, such a computational adjustment will not effect
the validity of the control calculated. Negative logrithmic protection
is needed due to accumulated computational errors. Additionally, negative
square root calculation protection is needed. The examples given by
Ryan have eigenvalues of similar magnitude; therefore, his control Taw
works nicely. The control Taw program is presented in Appendix B.

The switching manifold in three space turns out to be nearly coplanar
with the X] = Xy plane shown as in Fig. 12. This means that the system
response is sufficiently fast that a switching in control is only needed
as the origin (or the X1 = X plane) is approached from nonzero values
of Xg- Within reasonable physiological values related to x, the switching
plane is really a plane and not some other form of a manifold. Therefore,
élthough computationally difficult, this control law seems to be imple-

mentable in an approximate form in a relatively simple manner.
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- T2 Switching

//,ﬁf’// - Plane

,f»/’””fjfwﬁ'Sma1] Angle

o

Figure 12. Time optimal switching plane.
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3.2.2 Linearized continuous quadratic performance index

Let us reconsider the problem using the same linearized system but
changing the performance index to
R 2
J =/ xQx+ rudt (3-24)
t
0
where Q is a positive definite symmetric matrix, and r is a scalar greater
than zero. The system is driven from the initial state gjto) = X to
the final state §(tf) = 0.

Then, there exists a unique control u that is a function of the

state variables [137], i.e.,

3 Kx = Hx (3—25)

where K is a positive definite symmetric matrix, which is the solution

of the nonlinear matrix algebraic equation, the Ricatti equation,

T 1 T _ 0=t | (3-26)
“KAg - Ay K+ T KBy By K- Q=K

and where AT is the transpose of the matrix A. If we allow tf to be
very large, k approaches zero. This allows a simpler computational

solution.

With the control as a function of the state variables, the optimal

.solution to the state dynamics is homogeneous
x(t) = 6x(t) - (3-27)

where G = A., - ! B BT

3L " 7 B3 By K
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Using the symmetry of K, we can form a vector k and that

k = [k

11°

k k K

12> ™13°

22°

.
ko3> Ki3]

where each kij represents the ith row and jth column of the K matrix.

Using this new vector, the Ricatti equation can be written as

Ay

where

k+ 8

k

S

~S|=

S|

=|>

=iz

=0

ayp + byyge)

B

b1y3e

kiskog = 12

koK

13%33 = %13

2
kog = Q9

kogkag = 3

33 ~ 933

2b

1Y3e

(3-28)
0 0 0
-az] 0 0
0 =y 0
Za]2 0 0
0 az] 0
0 0 0

and where qij is the ith row and jth column element of the Q matrix.
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This vector equation is a set of six simultaneous nonlinear equations
in six unknowns. A modified Newton/Rhapson approach was first used to
solve these equations. However, due to their wide range in magnitude of
the kijls’ convergence on a solution was not possible in a reasonable
number of iterations. Scaling and self-scaling methods were considered
[138]; however, the eigenvector method of Potter [139] was chosen for
expediency (Appendix B).

The eigenvalues of the state feedback matrix, G, do not vary sig-
nificantly with respect to the model parameters. However, they are sensi-
tive to changes fn the Q matrix, the maximum time rate of change of the
ventilation allowable, n, and the carbon dioxide output, Vco2 (Table 4).

No integration was performed using the feedback gains derived from
the Ricatti equation. However, it would be safe to say that for large
values of the elements of Q matrix, the solution would approach the final
state‘faster than that of the time optimal solution. However, the rate
of change of X1 and Xo for such a solution would exceed physiologically
safe Timits.

It is important to point out that the calculation of the Ricatti
matrix involves a great deal of computation for a specific set of param-
eters. Whether or not the Newton/Rhapson method, some self-scaling
method or the eigenvector method is used, six dimensional matrices are
used in the calculations. The calculation of the inverse of such matrices
or methods of directly avoiding its calculation such as L-U decomposition
(Appendix B) or the calculation of eigenvectors require sufficientbcom-

putation as to render them impractical for present microprocessor



Cond

Quiescent

Q1
Q1
Q1
Q1
Q1
Q1
Cl
Cl
C2
c2
R2
R2
ET
ET
Ve
Ve

*

Q1
Q1
Q1
Q1
Q1
Q1

# Quiescent values ¢
Q0 = 0 except for ay

ition
-2.
DECR -2.
INCR -7
Q2 IN -2.
Q2 IN -2.
Q2 Q3 -2.
Q2 Q3 -2.
DECR -2.
INCR -2.

DECR

INCR
DECR

INCR
A=500.
A=750.
02 DEC -2.
02 INC -2.

Change in

1

1,000

1

1,000,

i

1,000,

50000E
50000E

.90568E

50000E
50000€E
50000E
50000E
50000k
50000E

.50000E
.SOOOCE
.50000E
.50000E
.00000E
.50000E

50000t
50000E

Eigenvalue 1

02
02
03
02
02
04
03
02
02
02
02
02
02
02
02
02
02

TABLE 4

EIGENVALUE COMPARISON

Eigenvalue 2 Eigenvalue 3

i
(@8]
WO

.97957E
.97945E 00
.97945E 00
.98068E 00
.99175E 00
.97945E 00
.97918E 00
.80365E 00
.97957E 00
.09979E 00
.94965E 00
.55677E 00
.78786E 00
.97957E
.97957E 00
.89901E 00 -1

.06029E 00

00 -2.
-2.

00 -2.

12822E-02
12251E-02

L12251E-02
.23564E-02
.68168E-02
L1225TE-02
.12004E-02
.15981E-02
.12822E-02
.44303E-02
.78696E-02
.24155E-02
.02531-02"

12822E-02

. 12822E-02
.74046E-02
.50098E-02

NI NS 7 W7 R
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standard point

) matrix

sensitivity

c, sensitivity
C, sensitivity
v, sensitivity

n sensitivity

\7co2 sensitivity

Q Matrix in diagonal form where iii coryesnonds to G s

Q2
Q2

i

1,000
10,000

10,000, Q2 = 10,000, Q3 = 10,000
1,000, Q2 = 100, 03 = 100

= 14.3, ¢, = 250, r, =

109, q;? =10,

[
433

.02, Vco2 = 250., n
=] and r”=

= 250,

1
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implementation because they induce a significant delay in the responsé
of the control system. In addition, the number of significant figures
necessary to avoid numeric rounding error propagation due to the repeated
multiplications and divisions necessary is beyond the present state of

the art of microprocessors.
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3.3 Sampled-Data Problem

Prior to examining the sampled-data control problems;, it is necessary
to define continuous state equation in sampled-data formulation. For the

linear continuous system,

X = Ay x + B

X Byu | (3-29)

By applying the Laplace Transform theory, it can be shown that

3LU(T)dT (3-30)

where

-1 -1
(IJ(t) = o~ [SI - A3L) ]

(-)_] = matrix inverse

aﬁ'][-] = inverse Laplace operator.

Under the assumptions that tO = kT, t = (k+1)T for a uniform sampling

interval T, it can be easily shown that
x[(k+1)T] = o(T)x(KT) + o(T)m(kT) (3-31)
which is the discrete state transition equation with

(k+1)T .
o(T) = | o[ (k+1)T - T]BgLU<T)dT
: kT
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and
u(c) = m(kT)  for KT <t < (k+1)T

For our system, each element of the ¢ and © matrices can be calculated.

For the ¢ matrix,

-C A A
079 (t) = ;—%[(1 rg) el - (1) exp(—xztﬂ

C]ZEeXp(~A1t) - exp(-2,t)]

2
¢4 ,(t) = .
12 Ny -
] M ‘2
C.C (1 +~~——JA2 exp(—x]t)- (1 + E——)A] exp(—xzt)
13722 22 22
b3(t) = =577 1+ pV—
142 17 M
oo (1) - C21[exp(—xlt) - exp(-xzt)]
21 XZ - A1
<t)=—i‘—~ (1 +ﬁ—) ex (Qx t) - (1 +—A—2—) exp(-aqt)
20 PR C PL=24 C Pi=%,
2 "M 11 11
. C13CZ1 Ao exp(-x]t) - exp(—xzt)
¢23(t) Aq A 1+ Ay = A
142 17 %
431(t) =0
435(t) =0



79

Then the ¢ matrix is given by

M2 M2
(T + =501 - exp(-a;t)] - (1 + ==)A7[1 - exp(-a,t)]
| ~Cq3Cp0m Cyy''2 1 Cpp 2
0, (t) = —==—"—(T+
1 A Ao L A]AZ(A] - >\2)
2 2
C13C2]n Az[l - exp(—k]t)] - A][1 - exp(~x2t)]
,(t) = —=— (T+ ( ]
2 Ay Ay (hy =y
93(t) =l
where
Crp = =3y, *+ byyg,)
Cip =3y,
Ci3 = "By
Cop = 3y,
Cop = -3y,

There are several properties of the state transition matrix, o(t),
that are important in validating the solution of the inverse Laplace
transform in Eq. (3-30) and for use in the derivations later in this

section. The first is that

o(t=0) = 1  (the identity matrix) ' (3-32)
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This means that at t = 0 all the diagonal elements of ¢ are one and the
off diagonal terms are zero. In the derivations later in this section,

the following two properties will be utilized:
o~ (t) = o(-t) (3-33)

T) = o(kT) . (3-34)

It is interesting to note that the sampled-data formulation of the
ventilation state variable, Xg> is identical to that of the continuous
time optimal formulation except that any change in u(t) occurs at only
a multiple of the sampling period, T, instead of when the system crosses

the continuous system switching manifold.

3.3.1 Samnled-data — time optimal probiem

Given the sampled-data state equation, the formulation of the time
optimal problem states that the system moves from a state X4 to a state
x(t) = 0, where t is a multiple of the sampling 1nterva1,AT, and
Im(iT)| < 1, m(t) = m(iT) for iT < t < (i+1)T.

For a given number of sampling periods N and the final state x(NT) = 0,
a recursive relationship between the initial state and the control vector
that defines the region of controllability is:

N-1

x(0) = - i

Sim(iT) (3-35)
i=0

where
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N = number of sampling periods
S5 = o[(1-1)TIe(T)
m(iT) = the control at the ith sampling period

and where the set of m(iT), [m(iT), i =1, N], includes all permutations
of sequence m(iT) = #1.

This region of controllability is defined in space by a polyhedron
whose vertices represent one sequence of length N of values for m(iT),
i=0, ..., N-1. For example, if N = 2, the vertices of the polygon
T, are found from the following sequences of controls: [1, 1], [-1, 11,
[1, -1], [-1, -1]. These sequences placed into Eq. (3-35) give each
vertex of Mo In our case, s is the closed 3-dimensional surface with
planar faces between -adjacent vertices (i > 1). m is a line. Sin;e
[m(iT)| < 1, the trajectory from any vertex j of m, 1s a unique optimal
trajectory following the jth control sequence [mo, Mys « + s m1_1],
where j is the jth permutation of |m [ =1, for k =0, ..., 1 - 1.
However, if the system is nth order, the control sequence [mo, Mys o v s mN_1}
is uniquely determined with N < n. If N > n, there is a set of time
optimum solutions.

As is evident from the previous discussion, the optimal control
strategy is dependent upon the initial state of the system. Basic
to the solution is determining which ms contains x(0). This 1nvo]ves-a
great deal of digital computation and puts a severe Timitation on the |

practical implementation. If the Si's of Eqg. (3-35) are placed in matrix
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form, [SOES]E"'ESN-1]’ and this matrix is invertable, the m, can be expressed
in terms of Xg- However, this is a special case. Therefore, without
sufficient high speed computing power, time optimal sampled-data control

is impractical for our case.

3.3.2 Sampled-data — quadratic performance index problem

Given the sampled-data state equation, the guadratic performance
index control probtem requires that the optimal control Taw m(k), for

k=20,1,2, ..., N- 1, be found such that the quadratic performance

N N
2 .
L= 1 D (00x(K) + ar(k-Dn(k-1)] = T [Q1] (3-36)
k=1 k=1
is minimized and where Q is a positive definite matrix, r > 0 and
A > 0, with the system transferred from a state Xg to a final state

x(N) = 0. For notational convenience, T has been defined equal to one

without Toss of generality. This transference is called an N-stage

process.
Define
fNﬂﬁ(O)] = min IN (3-37)
m(0)
miN—1)

and the return for the last N - J stages of the N-stage process to be

-
fyog[x(3)] = min Iy o =min T [QI] for §=0,7,2, ..., N-T.

m(Jj) m(J) k=J+1

m(N-1) m(N-1) (3-38)
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Applying the principle of optimality, which states that each segment

of an optimal trajectory is optimal, i.e., an optimal function of its

last state,

2
(

Fy3[2(3)7 = min (! (3+1)0x(5+1) + rm

" 3 * Fy ) XGTL (3-39)
miJ

Using the induction hypothesis, it can be shown that the minimum

performance index for the last N - j stages can be expressed as

fyos (D) = PO3)x () (3-40)

This form can be used to determine a tentative solution where P(N-j)
is a symmetric matrix. Similarly, the minimum value of the performance

index for the last N- j+1 stages is

FFP(N-3-1)x(3+1) . (3-41a)

fie (1) LGP =

Substituting Eq. (3-41a) into Eg. (3-39), we obtain

fy-;[x(3)] = min [5T(J+1)V(N—j-1)§(j+1) +arm?(3)] (3-41b)
J m(J)
where
V(N-j-1) = Q + P(N-j-1) . (3-42)

Substituting the state transition equation for x(j+1) dinto (3-41b)

and carrying out the implicit mu]tip]icétion,

Fuogx(D)T = minlx (), (N-3-1)x(3) + m(3)v,, (N-3-D)x(3)

#x (G (=3-1)m(3) + v, (N-3-1)n° ()] (3-43)

¢
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where

So to find the minimum, let us take the partial derivative of
fN_j[gjj)] with respect to m(j) and equate it to zero. After some

calculation, we find that the optimal m(j) is

3) = Do (N-341) + ar] Vg (N-341)x(5) O (3-49)

or defining H(N-j), Eq. (3-44) simplifies to

n(3) = H-3)x(9) | (3-45)

Note that the term in the []_] of Eq. (3-44) is a scalar. Substituting

m0(3) into Eq. (3-43), we find that

Fug XD = K G0y, (-3-1) + v (-3-D1x(3) (3-46)

$0

by using the symmetry properties of V

on H and HT.

0 +V and their resultant effect

¢ 0¢

Hence, from Eq. (3-40),

P(N-j) =V _ (N-j-1) +V e(N—j—])H(N—j) . ’ (3-47)

oo ¢
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Substituting for the Vxx's in terms of ¢'s and ©'s

P(N-3) = <I>T(T)[Q + P(N-j-1)1[e(1) + o(1)H(N-3)] (3-48)
where

H(N-3) = -0 (1)[Q + P(N-3-1)T0(1) + ary 1T (1)[Q + P(N-3-1)Te(1)

(3-49)

Therefore, P(k) is defined for k = 0, 1, ..., N - 1, where P(0) = 0.
These two equations for P(-) and H(-) form the recursive relationship
needed to calculate the x(j)'s and m(j)'s from the following two
equations:

m(3) = H(N-3)x(3) (3-50)

and the state equation
x(3+1) = o(1)x(3) + o(1)m(J)

We note that for the initia] x(0), P(0) is given so that H(1)
can be calculated from Eq. (3-49). P(1) can be then calculated from
Eq. (3-48) using H(1). This process continues until H(N) is calculated.
Then it is substituted in reverse-subscript order into Eqg. (3-45) to
give the control m(k) at each stage k = 0, ..., N - 1 to form the
control sequence to drive the system to x(N) = 0 in N sampling periods.
Again, there is a great deal of computation involved, first to
calculate H(j) in reverse time and then to calculate m(j) in forward
time. We are fortunate that the inverse in the {} brackets in the

equation for H(N-j), Eq. (3-49), is a scalar, thereby eliminating the



need for a matrix inversion. Nevertheless, unless a great deal of
computation power is available, the time delay to start the control

process may be intolerable.
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3.4 Time Optimal Variable Sampling Interval Problem Using the Maximum

87

Principle

Let us consider the time optimal sampled-data problem with a
variable sampling period from the perspective of the Maximum Principle
[141]. To do this, by use of the similarity transform, let us convert

the dynamics described by Eq. (3-12) to a diagonalized set of dynamics

z=Mz+m
where

0 0 0

A= 0 A] 0 AZ < A] < 0 are nonzero roots of the
0 0 AZ characteristic equation.

T
. Y1eM) 1e™
o T Y32 Ay Ap) 7 ygea (g -y

With the definition of the time optimal performance index, the

Hamiltonian function is:

H= 1+ pyhgzy + padozg + m(t)[rpy + Ty + py + T3ps]

(3-51)

(3-52)

(3-53)

(3-54a)

(3-54b)

(3-55)



where Pis i=1, 2, 3, are the adjoint variables whose dynamic equations

are
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g% = b = [0, AyPys A,05]" (3-56)
The solutions of these equations are:

py(t) = C, (3-57a)

?2(t) = C, exp(at) ‘ (3-57b)

p3(t) = €5 exp(n,t) | (3-57¢)

where Ci are constants of integration, Ci = pi(O). Therefore, for some

combination of Ci's, it is possible that the function M(t) = F]p] + TP,

+ 3Py can have at most two zeros. Now the control that minimizes

His:

m(t) = sgn[rypy + I'ppy + Iapa] = sgnlM(t)] . (3-58)

Hence, m(t) can have at most two switchings.
Since the magnitude of m is constant and only the sign changes over

time, let us define

m(t) = o = #1 | (3-59)

N
——
—
+
~—
i

Aot

= 82(0)t + 22(0)e 2

N
N
—
o+
~—
i

= z](O) + B](o)t (3-60a)

(3-60b)
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Azt
23(t) = 83(o)t + 23(O)e (3-60c)
where
_ no _
B](o) = 56 (3-61a)
Yq .nAq0 ‘
le 1 :
8,(c) = - (3-61b)
2 Y31 (A = %)
Yq1.nAs0
le'"?2
B,(a) = — (3-61c)
3 Y3621 (Ay = A5)

From these equations, the phase-plane relationships can be derived.

For the z1 = 2z phase plane, projection of the trajectory is

2<t) = Yz[z] - Z'I<O)] + 22(0) eXp{(Sz(O)[Z] - Z](O)]} ’ (3'62)

where

Yq 0nA A
1e%0M 1
v, = ! s L (3-63)
2 e O - ) oy s
Aqa A Yy
sy(0) = 2= 138 . (3-64)
ne 2 Ve

Similarly, in the 2y - 23 phase plane,

25(t) = v3lzy - 2;(0)] + 25(0) exp{s5(0)[z; - 27(0)1} (3-65)
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- D+ ay)
Yq anA a ,
— a]?xo 2 — = - | 221 (3-66a)
3e71Y7] 2 V2 G
A s Ao Y
55(0) = 20 = £73¢ (3-66b)
ne /2 Y1e
The equation for the Zy = 23 phase plane involves the solving of two
simultaneous transcendental equations. Its solution would serve no
useful purpose here and, hence, will not be included.
Now Tet us define
t] = first switching time
t2 = second switching time
tf = final switching time
and
T] = t] - tO (3-67a)
T2 = t2 - t1 (3-67b)
To = te - t,. (3-67c)

assuming that the first control is applied at t = tO = 0.

Assuming two switchings for generality, the control sequence is given by

m(t) = {0, -0, o} . (3-68)
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Thus, at the first switching point at t = t], the values of z become

z](t]) = 21(to) + B](o)T1 ' (3-69a)
zz(t]) = zz(to) exp(A]T])_+ Bz(o)T] (3-69b)
z3(t1) = ZB(tO) exp(A2T1) + 83(0)T1 . (3-69c)

Similarly, at the second switching point at t = tZ’

z](tz) = z](t]) - B](-O)T2 (3-70a)
zz(tz) = zz(t]) exp(A1T2) - BZ(—o)T2 ' (3-70b)
23(t2) = 23(t]) exp(AZTZ) - 83(—0)T2 (3-70c)

and at the final point t = tf,

z](t3) = z](tz) + B](G)T3 =0 | (3-71a)
22(t3) = zz(tz) exp(x]T3) + 82(0)T3 =0 (3-71b)
23(t3) = 23(t2) exp(x2T3) + 33(0)T3 =0 . (3-71c)

Solving the above sets of equations for T3,

>0 (3-72a)

other equations in terms of g(to), and Ti's can be found,
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+ 33(0)T2e - 83(0)T]e (3-72b)

zy(tg) = =Bylo)| Ty = Ty + 5 00) |©

+ BZ(O)TZG - BZ(O)T]S (3-72c)
The above two equations are a set of simultaneous transcendental equations

of given constants and the variables T], TZ’ under the obvious constraints

» > 0.

For the solution of Eq. (3-72), the Ti's apply whether or not one

T, >0, T

1
is using the x or z coordinates. However, to get the initial conditions

of z used in the solution, it is necessary to use the similarity transform
on the initial conditions of x. This is not computationally difficult,
particu1ar1y if the similarity transform has already been calculated
beforehand. The solution still involves the solution of simultaneous
transcendental equations, a nontrivial computation problem from the
microprocessor's perspective. Nevertheless, it may soon be less of a

problem as the state of the art of microprocessors advances.
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3.5 Summary

The analysis of this chapter wes predicated upon possible microprocessor
implementation of the controller. First considered was a continuous
time optimal controller. The form of the cgntro1 was complex but im-
plementable. Also implementable was the continuous quadratic performance
index controller.

Sampled-data controllers were next considered. The time optimal
formulation was found to have implementation difficulties, due to the
great amount of computation necessary to definelwhich complex polygon
éontains the initial state. The quadratic performance index formulation
‘invo1ves a great deal of combutation for small sampling intervals.

Finally, the application of the Maximum Principle to the time optimal
problem yields a computationally difficult solution. However, after the
computations are made, the controller is relatively simple-to implement.

Several observations shoqu be offered. First, control problems
require a substantial amount of computation before the control process
actually begins to operate. When implemented, these initial calculations
may take from several seconds to a few minutes depending upon which
type of control is used. After these initial calculations are completed
and the control initiated, there are computations necessary to continue
the control process. The only ekception to this is the Maximum Principle
solution where the switching times are initially calculated with the
‘sign of the control so that only a timer is needed to implement it.

The computations required and their difficulty are summarized in Table 5.

The terms used in this table are qualitative in nature to give a relative
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comparison. The specific state of the art of microprocessors and
numerical techniques at later time could change these relative values.
It is important to note that the values of the Q matrix and r in
the performance index are important. If they are chosen inappropriately,
the constraint of the time rate of change of the ventilation could be

violated.
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4. FUTURE WORK

The state of the art of respiratory monitoring and transducer
techno]bgy supporting respiratory monitoring in the mid-seventies is
equivalent to that of cardiovascular technology and monitoring in the
mid-sixties. The transducer technology is enabling transducers to be
developed that are small, easy to handle, and give consistent measure-
ments. This, in turn, is allowing physiologists and clinicians to de-
velop new monitoring techniques. These newly developed techniques, in
turn, improve patient care by increasing the availability of respiratory
monitoring and facilitating early detection of deve]oping pathology.

Until quite recently, a respirator control system was not feasible,
due to the expense of the electronic components required and the in-
adequate transducer technology. Taking the work of Chapter 3, and
developing a suboptimal controller is the next step. As can be seen
from the complexity of some of the solutions of control problems, a
simpler suboptimal solution is more easily implemented. Since accept-
able measurement errors of physiological functions are on the order of
one to three percent, an approximate suboptimal solution should easily
fall within these Timits of error. In addition, the amount of electronics,
or the computing power, or both, that is required, will be less than
. that of the typica] engineering application.

The form of implementation of the suboptimal control could take
several directions. A desk calculator system similar to the one that
‘Turney et al. [115] uses may be one direction. A hybrid analog/digital computer

could be used. Similarly, a minicomputer with appropriate peripherals



is also feasible. With fhe new Large-Scale Integration (LSI) integrated
circuit devices being developed, a microprocessor with several LSI chips
performing the signal preprocessing is a most feasible implementation.

Whatever form the implementation takes, the controller will be
controlling the carbon dioxide gas exchange, assuming that the patient
is adequately oxygenated. This may not be the case. Therefore, a
sensing device validating the assumption is required. Fortunately, an
oxymeter that fits noninvasively over the earlobe has been developed
recently. Its accuracy is not high, but enough to ensure that the
oxygenation assumption is not viglated. After additional development,
an integrated controller for both oxygen and carbon dioxide reguiation
may become feasible. 1In addition, a direct result of the carbon dioxide
reguiator is the measure of pulmonary mechanics. This can be used to
refine the regulatory process, as well as provide immediate information
for the physician to assess the patient's condition.

The present form of the regulator, when implemented, is illustrated
in Fig. 13. It uses respiratory parameter measuring circuitry to monitor
the pulmonary mechanics and the gas exchange parameters. The state

estimator is used to detect alarm conditions and estimate the arterial
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Pcoz. It will be allowed to vary such parameters as inspiration/expiration

ratio, peak pressure, and peak flow to insure that the desired ventilation

is delivered. The state regulator will determine basic alveolar venti-
Tation from the estimated arterial carbon dioxide and the desired level,
by varying the basic control parameters — tidal volume and frequency —

and using a deadspace estimation from the airway measurements.
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The parameters of the physiological model are a fundamental cause
for future concern. They will be estimated. However, due to the general
uncertainties of dealing with an abnormal physiology, with a general
model, these parameter estimates may be in error. Nevertheless, the
sensitivity of the model to these possible errors should be minimized
by the fact that an erroneous estimate will cause either or both of the
optimal and suboptimal controller solutions to force the carbon dioxide
Tevels within the neighborhood of the desired level. After reaching
the neighborhood of the desired Xgo the tidal volume and frequency will
be incrementally adjusted. to achieve the desired carbon dioxide Tevels.

Figure 14a illustrates the optimal solution's trajectory in a co-
ordinate system of the alveolar carbon dioxide Tevel, the tidal volume
and frequency of respiration. Note the bounds of tidal volume and fre-
quency are physician set for clinical reasons. It is important to note
that if the trajectory of the optimal solution, using the estimated
parametric values, does hot achieve a position within the neighborhood
of the desired PACOZ, the control will have extreme values of tidal
volume and frequency corresponding to the corners of the cube in the
figure. If that case ever occurs, the parametric estimates must be
sufficiently in error so that physician intervention is required. The
control system will signal attending personnel of such a need.

Figure 14b illustrates the approach of the optimal trajectory to the
heighborhood of the desired value and the takeover by a neighborhood
control to achieve the desired value of carbon dioxide. This neighborhood

~control law is of a parameter-insensitive form following the work of

Utkin [142].
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Any other future refinements of the controller would involve the
use of pulmonary mechanics to improve model parameter estimates. As
the medical community gets more experience with the improved transducers,
new and more refined estimates of pulmonary function should make a

great impact upon the controller.
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5. SUMMARY AND CONCLUSIONS

As we have seen from Chapter 1, the human respiratory system is
very complex. Many of the sites of elements of it and their effect
still have to be identified to improve the fidelity of respiratory system
models. Since the goal of this dissertation was to develop a viable
model of respiratory function, as a basis for respirator control, the
refinement of models of.norma] physiology was considered tangential to
the problem. Instead, the use of conservation principles was applied
to the physiology to obtain a simple model, which can be'used in the
design of a respirator control system. Various formulations of optimal
control problems were utilized to find the solution that could be most
readily implemented on a microprocessor. Several were found.

Much research into respirator control systems is left to be done.
The technology is available to implement them. More data must be ob-
tained from the clinical environment to help refine the implementation
of such a control system. However, the time is right for such a

development.
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APPENDIX A
SIMILARITY TRANSFORMATION DERIVATION

The similarity transform is used to diagonalize a linear set of
simultaneous differential equations 1ike those in vector repreéentation

below

X = Ay x + By

The eigenvectors of A3L are used to calculate the similarity transform.

The eigenvectors come from the following relation:

(A;1 - A X, = 0 (A-1)

3L) 2

where

X5 is the ith eigenvector

From the above relationship we get three simultaneous equations

xix3 =0 so0 x3 = aq for Ai =0
=0 for A, # 0 (A-2)
(A; + a,q)
i 21
X, = X (A-3)
] 259 2
and
17 by¥qg \

X = X - X
Voo P agp ¥ byge| 72 Py Fagp t b1y3e) 3
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Equating X in Eq. (A-3) and (A-4), we obtain

-b.y,.a
Aot (agp Fagy ¥ byyge) Ay F byygedy,
For A, =0 = A
y]e
Y3e
.y]e
Xy = o (A-6)
=0 Y3e 0
1
Normalizing the eigenvector Xg = [X]O,XZO,X3O]T so that the vector's
elements satisfy the following re]ationship
3 2
L Xjp =1 (A-7)
i=1
we see that
an = 1 (A-8)
0

Va2
- 2_19]
y3e
If A # 0 the denominator must equal zero since it is the product nonzero

root factors of the characteristic equation. Therefore, Eq. (A-5) must

be modified. Equating (A-3) and (A-4), but not solving for Xos WE obtain
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2
M¥(agp Fbyyge Fagy) Ayt agbiyge) by¥1e

X
(A + a7, * byyge) 2y, 2 M Tagy F by | Xg

(A-9)

Since the numerator of the right-hand size is zero for X; # 0,x, =0

3
for X5 # 0. Therefore, X, must be an arbitrary constant ai(i = 1,2), so

At an

421

X, = ] o i=1,2 . | (A-10)

Normalizing and solving for as, We get

. = (A-‘]])

so the similarity transformation S

ST S22 513

SE 159 22 23

31 32 33




where

11

31

12

13

Hence,

S|

32

i

S 1
= o
21 S %0
“0
T %2 S.. =S .a
i 22 = 5129
An T a
2 * Ay
R S = S, .a
a1 23 = S13%
533 =0
aou]uz(A] - AZ)
421
0 531523 ~(S95537)
0 531513 531512
N } ;
g (19553 * Sp15130  (S99595 = $9555)
S|

The diagona1ized A is

A=S

Ay S

3L
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(A-12a)

(A-12b)

(A-12¢)

(A-12d)

(A-12e)

(A-13)

(A-14)

(A-15)



+a A
', =81, — 21 _1j
3L 1 az] az]
n_
%0
APULP!
Y3627 (0 = %)
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(A-16a)

(A-16b)
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APPENDIX B
COMPUTER PROGRAMS

This appendix contains some of the programs used to do the
calculations for this dissertation. These programs represent the less

straight forward approaches not obvious from the text.

B.1 Time Optimal Continuous Control Calculation

CONTROLT implements the control law described in Section 3.2.1.
It compensates for overflow, underflow and negative logrithms. It is
called from the routine using the control law. The transformation of
Eq. (3-23) from x to v is represented by the E matrix using y instead

of x.

SUBRNUTINE CNTRLI(Y,IPRINT)
***‘k****ﬁ**ttt**ﬁ*w**ﬁt****t****&#ﬁt#*#**&****i*it&**ﬁﬁ*ﬁ'##t!ﬁ*t**l

NIMENSTUON Y(6),DERY(H),EPMT(S)
NIMENSTON X1(250),X2(2%0),X3(2%0),¥IN0T(250),XA0077250)

COMMON J,OUTNEL ,NELT, A2 ,812,R1,Y1E,Y3F,FTA,B11,F12,F13,F21,F22,
L1EC3 )3y F32,F383, SMALLA,XI 1, XL, U, X1, X1P0T,¥2,X200T, X3 !
Fe2,7182R18 ;

DATA EXPMIN,FXPMAX /=37 ,,37,/

IPRINT=IPRINT4Y
CALCULATE V CONKRNDINATES

VISET1#Y (1) +F124Y(2)+E13xY(3)

VEsE21aY (1) +FE22%Y{2)+ER2%rY (5D

VIZEZ 1Y (1 )+F32aY (A)¢E335Y(3)

TFOIPRINT=1)200,201, 200

PRINTY A9, V1,V2, VS, {Y(1),1=1,3%)

PRINT ZUL,E1L,F12,F13,FER21,FQR,F2%,ER1,F32,E3%,SMA| LA ,

FORMAT(A4H V1s,F12,5,4H V2e,E12,3,4H V3s,F12,5,7H YOI =, 30E€12,5,1¥X
1)

FORMAT(SH Fliz,E12,5,4%H Fl?-.?lé 5, 5H Fi3~p&7? 5/,%H ERP1=2,F12, S,
1 5H F??~.L!d 5,5H FP3sz ct’E 5/7,5H EB12,F12,%,50 ER22,FiP,5,8H4 E3%=
g E12,59/7,8H SMAL AR, E12, 5//’

CONTINUE



[ Re Ry

203
°98
2a2

205

297

204

s e e Ne Ne
=
i

~ 3Oy

120
CALCULATE

Ge=SMALLAsXL2u{XL2sVP+V3)
SIGNG=sTSTGHR(R)

IF(IPKINT=t) 202,2r%, 202
PRINT 298,G,516NA

FORMATIZH Lz, e12,5%,2%,F12,.5)
CONTINUE

CALCULATE BIGMA(V2,VR)

SIGMAZVISSTGNG/XL2/SMALLARALNG (L, +ABS(0Y)
SSIGMAZTSINN(STGMAY

TFCIPKRINT=1) 204,205,204

PRINT 297,8IGMA,8376MA

FORMAT(7H SINMAzZ, E12,%,2Y,F12,5)

CONTINUE

CALCULATE H

Tezl,+G«S55TLMA

T3IsSMA LAsXLP#VIaSRINAMA

CALL PRUODCH{TL,T2,T3, T4, TEM, TFTX)
IF(IFIX=1) 102,101,100

SEF TF FTYXFD UP ON QVERFI OW

CONTINUE

YES,SEF TF CAN USE MAX VALUE AND RFMAIM WITHIN HOUND DIVE TP JQRT
TF(TEMaEYPMAX=FXPMAX) f0b,100,100

YES CAN FIX UP

CONTINUE

To={ A« (TEM/2,)

TFLIPRINT=1)206,P07,206

FORMAT (UGN T1=2,F12,5,0H T2z, FE12,5,0H Y3a,E12,5,4H Tdz,E12,5,5H TE
1,E12,5,6H TFTXxz, 129 :

PRINT 296,781,702, T3, T4, TEM, IFTX

CONTTINUE

TA48IBN=TSIGNITH)

T4sTS5T4SION

NOW CHECK UP ON SERTY ARGUMENT SIAN

CONTINUE
TF(1,=T4) 104,105,105

RAD SWRTIIMAGINARY

PRINT 07

FORMAT(ldH NFG SOKT 0OF H )
e,

RETURN
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C

151

150
152

2 Ne Ne]

29

o e

N3y e Ne Ne Eo g Xe Ne

w )Y

<y

HE 1, $SOKT (1, =T4)
CALCULATE PHI

TilesxXi 1/7X1 2oL 0GIwlH)
TF(T1=FsPMAX) 15¢,197,14%1
Ti=sFEXPMAX
GO TN 157
TleHe (XL 17X 2)
PONTINUF
722,71
Tz X {aSMALLARVIRSSTEMA
TSaX 1=X| ¢
CALL PRODCH({TL, TP, 73, XPKROD, TEM, IFIX)
PHIsV I+ (VP24 (VE+E81NMA/SHALLA/XLI*XPROADYI /XYL 1)/TS

PERFROM THF COMTRUL | AW

IF(ARS(PHI)&!,F-iwﬁ Alg2t,Pm

Uz SSIGMA

RETURN

Us TSIGNIPHI)

RETURN

END

SUBRNUTINE RRODCH(TL,T2,73,T4,TEM, TFTX)

ROUNDING CONSTANTS

FMAX=T7p,
EXPMINz=Te,
Fep,7182R18
XLOGFE=,434294%
FEXPMAXsEMAX /YL OGF
IFix=¢

CHECK LOG AND SIOGN (QF T

CALL X1.OGTET1,SI6GNTY,XLORTY)
TFISIGNTY) 1100, 1
CONTINUE

CHECK SIGN AND L0OL nF Te

CALL XLOGY(T2,SIGNT2,XLOGTR)
TFISTGNTR2Y £2,99,7

CONTINUE
SIGNT=SIGNTI#S5TGNT?
TF(T3) 3,34,5

LESS THAN 7FRO?CHECK FNOR UNMDFRFLOW
CONTTINUE

TF(T3=FXPMIN)ZZ,33, 34

CHFCK FXPONENT 1%

121



s Ee N I Ee Re Eel JICE 30 [ Re Ne ]
E and

PP

o Ne e

UNDERFLOW? BIX UP
TOzEXPMIN

6O TO 16

T5=73%

GO TO 19

PHECK FOR FXPONENY OVERFLOW

CONTINUE
TEM=T 3« ORE
TFLTFMaEXPMAY) %4,5%1,51

NVERELAWE FI1¥ LIp
TSsEXPMAX
SEE TF PRONUCT Ti#TaxEweT3 QVERZUNDERFL OM

CONTINUE
TEMsYLOGT1+XLOGTR
ATEMzARS(TFM)
TF(ATEMaFXPHAXY byb, k1

QVER/UNDERFLOW FIXUP

TEMsTEM/ATEMEEXYPMAY
CONTINUE
TEMZTEM+ TS« XL (NE

CHECX DN PRQDUCT

TFITEMwEMAX) 161 ,62,6?
TFETFMeEXPMIN) &%, 03,04

OVERFLOW FIXUP
TU4sSTOGNT e P, vabMAX
TFix=1

RETURN

UNDERFLOW FIXUP

TUzSIGNT2 1R, waF XPMIN
O TN &5

NK IN RANGFE,CAl CULATF ValLut
Ta=T{aT2oEex(T73)

RETURN '

X120\ T4z (TEM=Q,1FI1X=z?
CONTINUE

¥ezp\ Tdz@,TFM=20,]FIxX=z?
CONTINUE

Tads0,

TEM=0,

1FIXa2



o e xBeNe e Ne e

32
33
35

31
34

RETURN
END

SURRNUTINE XL OGT(TI,S8IGNTYR, XLOGRTR)

SUBKROYUTINE TN TEST DVEKR AND

SIGNT3=1 IF LOGR(T3Y;,

§IGNT3=1,
TF(T2)Y30,39,3¢
SIGNT3aw],
TURARSITI)

TP 0TUm1,)3%,34,35
XLOGT3=2=AL06G10(T4)
RETURN

XLDGT3=A1 0RLA(TY)
SIGNT3=w,
XLNGT3=Y,

RETURN

FND

2=

1¢
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UNDERFLQW REFQRE EXPONENTIATION

LOGIT3)3Y2,

g IF T3=@
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H

B.2 Ricatti Solution Using the Eigenvector Method of Potter

This program is based upon Singh's [1447] implementation of the
eigenvector method of Potter. It uses the standard matrix routines
from I1BM Sciéntific Subroutine Package as well as two‘spec1a1 subroutines
from the EISPAK eigenvalue package developed by Argonne Laboratory.
These two special routines are EIGENP for general matrix eigenvalues

and EIGENZ for real symmetric matrix eigenvalues.

NIMENSTON A(.“pt):efs:1)vm(gl.—g)aﬁfill”eAAfBJE)oﬁ@(iv.‘S’
NIMENSTON BOOTR(A),RNOTI(6), INDEX(R)
DIMENSTON RATNS(40U,3),FIRENRIAC,R),TITLEC4P,2),T(2)
REAL#B A,B,N,R,AA,60,RONTR,KO0TL
Mai
CALL ASSIGN(S, RIKFNG,NAT;1¢,12) . ,
CALL ERRSET(B1, ,TRUE,; FALSE, s FALSE,, FALSE,,%99)
Nz :
NgsNug
TPASS2Y
IPRINT =
1 CALL DATACA,B, RN, R, T,N,M, TDONF)
) TFIINONE,BEQ, 1) &LO TN 144
fALL RTCOTI(A,R,N,R,4A,GN,RONTR,RODTT, INDEY, N, N2, M, IR0AN, TPRINT)
TPAGS=TPASS+Y
IFCIGUNDNFL.®?) 60 TN 20
DO 1@ Tsi,N
GATNR(IHASS,1)s60(01,T7)
FIGENRIIPASS, I)sRONTR(T)
IF(I,G6F,3) GO T 10
TITLF(IPASS,T)=T(])

19 CONTINUE
GO TO

20 TPASS=2TFASS=1
GO TN 1

1g?  PRINT tu2
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192 FORMAT (1ML, * RICOTTT GAINS COMPARISON®,/,1H ,PVARTATTION®,2Y,#x (1)
1GAIN®, AX, ¢X(2) GAINT,UX,*Xt5) GAIN®)
CALL BUKRRLF(FEIGENR,N,IPASS)
CALL BUKRLE(RATNG,N,IPASS)
NO 20¥ I=1,IPASS
200 PRINT 101, C(TITLELI,J),J31,2), (BATNS(T, 1), Jd=1,N)
101  FORMAT(LM ,2X,PA4,1P9E1%,5)
PRINT 107 _
{93 FORMAT(IHL,® (A=SPY FIGENVALUE COMPARISON?, /,1H ,2¥,288,  VARTATION
19,24, °%{1)F VALUF X({2)F VALUE X(%)F VAl UE?®)
N0 21 I=1,1PASS
2014 PRINY 141, (TTTLECT,J),0=21,2), (FIGENKET,J),.151,N)
s5TNP
CalLL GLOSE (%)
END :
SURRNUTINE BUEBLE (A, M, N)
DIMENSTON A(40,3)
NO 108 I=s1,N
DO 90 Jzi,M
DD 9¢ Kz J,M
1F (ACT,K),GE A(T,J)1G60 T0 90
TEM=A(T,K)
A(T,K)=all, )
A(T,J)=TFM
90 CONTINUE
140 TONMTINLIE
RETURN
END .
SURKROUTINE RICOTT(A,R,N,R, 84,60, RONTA,RONTT, TNREY,N, N2, M, 16000,
{IFRINT)

AR A A A AT A AN AR AP R R A A R AN A A AN AR E AN AR I AT e A A I B SR A AP AR R F R RA v
EYGENVECTOR MFTHON FOR SOLVING A NNNTH NRENER Al GERRAIC
RICCATI ENUATIOM

23X R R R R R R R R R AR 222 2 2 ZE 2 TR EEEATZEE R A AR R S R R R 2

REB A e R A AR INPLUY VARIABLES A AR R AT IR AR A RS AR P AR Wk R AR R R
A THE SYSTEM MATRIX

8 THE CONTROL INPUT MATRIX

R THE INVERSE 0NF THF FRONTROL WETGHTING MATRIX

n THE STATE WFIGHTING MATRIY

N IS THE DIMENSTON OF THE STATE VARYABLE VECTOR

Ne 22N

M IS THE DIMENSTON NF THE CONTRN VFCTOR

TPRINT 20, NO PRINTOUT =1 ,PRINT DUT TMPARTANY VALUES e, PRINT ALL

AR R Ed ke h AR N OUTPUT VARTARLF S AN B D AW R T A DA A AR A ARR A AT AR W hedr
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c AA CONTAINS THE RESULT OF AmSP
C
C GO CONTATNS THE CALCUHLATFD STATF VARIAHLE FFEN RACK GAINS FOAR
C THE CONTROL U
r
C ROOTR REAL PARTS OF THE FTGFNVALUFS 0OF THF MATRIX (4=8P)
c .
C ROOTT IMAGINARY PARTS (OF THFE FINREN VAL UFES OF THF MATRIX (4=SP)
r
€ INDE Y z22:1F BEIGFNVALUFS ARE GOOND=OUTRUYT FRPOM FIGFNP,EIGENT
C
C 1IGO00N  ZFRN,, TF NN PRORIEM TN SURRDUTINF RICOTI
C
DIMENSION B(3,3),573,3),0(3,3),TL{R,%),78(3,3),WARK(T,3),PI3,3),
17(3),BIGM(R,8) s VECR(R,A),VELT (A, A}, RODTREG),RONTI(6), INDEXTH),
PLWlRY , Nw {3, CONE(E, 3, AA03, 5 ,R(%, 1), R{1,,1),RT(L1,3V,60{1,3),R0NT(h
B, AAA8(3%,%) ’ ’
{CONE,OT,R,R, AT, LA, RONT, AAA
CaLl ERRSET(AUR,D56,%,1)
PRINT 117
117 FORMAT(/ /)
C
£ T =i
£ CALCULATF 8§ MATRIX,R R B
C
CALL GMPRD(H, R, TL N, M, M)
CALL GMTRA(B,BY, N, M)
CALL GMPRDITL,PT,8,N,MsNY
r
C PRINT TNPUT MATRICFS FOR ETGFNVECTOR MFTHOD
C

IF(IPRINT LT,1) RO TO 3¢
PRINT 104

104 FORMAT(/4X,?THE A MATRIX”®)
CALL BPRINT(A,MN,N)
PRINT (07 '

107 FORMAT(/4%,*THF R MATRIX?)
CALL GPRINT(R,N,M)
PRINT 148

188 FORMAT(/4%,*THF QO MATRIX*®)
CALL GPRINT(Q,N,N)
PRINT 114

{14 . FORMAT(/4X,*THFE R=«INVERSF MATRTX?)
CALL GPRINT(R,M,M)
PRINT 196

126 FORMAT(/Z74X%,*THE & MATHRIX?)

© CALL GPRINT(S,N,N)

FORM THE RIG MATRIX PNX2N

W IO

on DO 3 I=zi,N
NGO 3 J=i,N
BA(T,J)3A(T,J)
BIGMET,J)ed(T,)



21
21a

iaa

400

16
17

19
11

13

18

t4

1904

127

BIGM(T+N, Je+NY=wA(J, )
BIGMIT,JeNYe=S(],)
BIGMEI#N, J)z=Q(1,J)
CALL ETGENP(N, N, AA,RONTR,RONTI,TL, TS, INNEY)
TFLIPRINT LT, 1) GO THh 2in
PRINT t01p
FORMAT(/4X, PEIGENVALUES 0F THF A«MATRIY?)
PRINT 141
N 2y T1s1,N
PRINT 200, T,RONTR(IY,RAQTILIY, INPEX(T)
CONTINUE
CALL ETGENP(NZ,N2,BRIGM,ROQTK,RNOTT, VFLR,VELT, INDEY)
TEOIPRINT LT 2) 60 70 4pn
PRINT (@0
FORMAT(/4X, *FIRENVALIES NF THE BTG M MATRIX®Y
PRINT 1001
NO 4 I=z1,NnP 4
PRINT 200, 1,RODTREIVY,RODTTI(I),INDEX(TY
MMz (A
I=t
TF{IeNP) 17,17,18
IFIKQUTRETIY) B,15,7
MMz MM 41
TFRNOTIC1IY)9,10,9
PO 1Y Jmt,Ne
CONECJ MMY=yEFCR{I, T)
GO 10 7
T=T+{
DO 13 d=1,Np
CONECJ, MMYSVECR(J, 1)
CONE (J,MMe1)2VECT (], 1)
MMz MMa 9
T=T4+4
GO TO 16
CONTTNUE
DO 14 131,N
No 14 J=si,N
TSCI,JY2C0NECT. )
TLOI,J)=2CONELT+N, J)
CALL MINV (TS, N,DT,LW,NW)
IFCIPRINT GEL1) PRINT 116,07
FORMAT(/* DET=%,1PE12,9)
Call GMPROCTL , TS, PN, NyN)
CALL GMPROES,P,TL,N, N, M)
CALL GMSBURBCA,TL,A0,N,N)
CALL GTPRDIH,P,BT,N,M,N)
CALL GMPRDIR,AT,60,M,M,N)
CALL ETGENZ(P, TL,RNOT,T8,N,N,1)
DO teuad Jisi,N
DO 1202 J2=i,N
AAA(TY,J2)=8A(01,02)
CALL ETGFNP(N.N,AAA,PDHTR,POHTI,TL,TS,INbEX)
TECIPRINT,LT,1) GO 1D 110¢
PRINT 11m
FORMAT(/48X,*THF RICCATI RAINS?)
CALL GPRINT(P,N,N)
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PRINT 112
112 FORMAT (248X, PTHE A4m=QP MATRIX®)
CALL GPRINT(AA,N,N)
PRINT 115
115 FORMATL74%, *THF FEFDRACK GAINST)
CALL GPRINT(G@,M,NY
PRINT 113
113 FORMAT(/4X, *FIGENVALUES OF THE KICCATI MATRIX?)
PRINT 111, (RO0T(T),121,N)
PRINT 103
103 FORMAT(/4X, PFIGENVALIES OF A=5P*)
PRINT 131
NG e 1=1,N
22 PRINT PUG,T,RONDTR{T),ROO0TIIN, TNNEX(T)
TFEIPRINT LT ,2) GO TO 1iap
PRINT 207%
283  FONMATL/4X, PEIGENVFETORSE 0OF THE A=SP MATRIN®)
DO 24 T21,N,3 .
Let#?
TFIL, GT,N)LaN
PRINT 24P
DO 24 Jezi,N ¥
PRINT 110, (TLCI s K),TS(J,K)KaT1,L) ‘ .
24 CONTINUE
{170 1G600D=z0
RETURN ,
191 FORMAT(AX, *RODT NOP,2Xx, fREAL PART 0OF RODT*,2X,
PIMAGINARY PART NF KOUT?,2X, FINUFX®)
1gAa FORMAT(4Fp0,8)
109 FORMAT(AEPD,,13)
1119 FORMAT (22X, 1PaET13 . 9)
200 FORMATIOX, T2, 8%, 1PF12,5,RX,1PE12,5,49%,12)
201 FORMATCIPRFPO,5) ] A
202 FORMATCAX, *REAL PART?, 44X, TMAG PART?, 4%, *RFAL PART’,
14X, *TMAG PART#, 4%, RFAL PART® 4X,2TMAG PART?®)
5014 FORMAT(F1*)
18 1600Psw]
RETURN
END
SURKOUTINE DATA(A,R,Q,F,T,N,M, TUNNF)
REAL %8 A,B,G,R
DIMENSTON A(NGNYBINSNY NN, NY,REMaM),T(2)
READ(S, 111, ENNZAQ) (1,C2,RP,FTA,VEOR2, Y1F, (T(1),J=1,2)
111 FORMATIGF 1P, 3,1UX,PA4)
PRINT P40, c1,LP R, VEDR,FTA,YIF, (T(J),3=1,7) ) .
200  CFORMAT(IN],4X,"Cla? , F12,58," ra~f.Eia 5,¢ RPs9,E12,5,7 VCOR2s¢,E12,5
/ot 4 ETAa',Ela,S,i Y1F=’,F12 S, " CHANRE IN *,PA4)

[y

CALCULATED CONSTANTS

YD

APt /RA/0Y
AR1=y,/R2/C2
Y3ESR6P ,*VO02/YLF
Riz1,/862,/C1

CALCULATE A AND R MATRIFES

iz Mo Re ]
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A(l,1)=s~(A12+81xY3F)
A(t1,P)=hte
A(1,3)==RixY1t
A(P,1)=A2]
A(2,2)2=Ap1
A(2,3)=0,
A(3l1)=ma
A(!,P_):‘.k"'

A(3, %)=,
H(i,!):V),
R{g,1}=0,
R{%,1)=LTa

.
r PICK UP N, MATRIX, UPPER TIRANGIE
c

REAGES, 1,eND=99) ({(N(T,J),dalsNY Tl N), (IR{T )02t , M), 02t,M)
1 FORMAT(TF12.3)
C
r DEFINE LNWER TRIANGLF

DO & I=zl,N

DO & J=i,1
6 RL, N)=06J, 10

IDONE=D

RETURN
99 IDONF =

RETURN

END
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B.3 Modified Newton Solution of Simultaneous Equations

This program is based upon the work of Folkerts [145]. It solves

the equation

AX

b

for x using L-U decomposition. It needs an initial guess for x and
avoids the inversion of A by the L-U decomposition. In addition to being
used to solve the Ricatti equation, it can be used to solve the simul-
taneous transcendental equations of Section 3.4.
SUBRNUTINE NEWTON(XEKE, XK1, ,N,I18AD)
TMPLICTT REAL#B(AwH,Na?)

DYMENSINN XK(R) XK1 (k) ,Alh, h) s XK2TH) , XUREW(A) , XKFI (&), IP(6),8(3),
i XKINIT(#)

NORkMES

FRLAST = NORM DF F(Y (X))
FKBFd g NORM OF F(X(K=1))
XKNORM = NORM TF X (K)

XNORMF = NORM OF F((X(ke1))

K VECTORS

X K = Y(K)}

XX { = DEL DF (¥(K#+1)eX(K)Y)
AKNFW 5 X(Ke1) CALCULATED

FIK) VELCTNKS

XKEL s F{X(¥))
XK2 5 FI(x(K+1))
SINf PONSTANTS

IFIN g % 3 TF STILL 8§TZINGK FPSILN
z t 3 TF EPSTLN WAS BEEN PTLKEDN
IDERTV K

B n

= 1 7 (FEX(K))=F(X{K+1)) 1@ IF NORM OF F PERRFASING,
ACCEPT PREVINUS FRSILON
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830

99

100

181

o I o e ]

778
7TV

[ M ]

e ]

t4de

182
183

120

o0

1{a

SET FOR NEWTON/Z/RHAPSNN EV AUATION

FRSTEN#A(,, e YKLK+1)=XK(KY) = F{ ¥X(K))

IBAD=R®

INORM=

CONTINUE
FNMIN=1'EQH
IPASS=D

IFINza
EPSTLNEYL,
IPMAXzRQ

CALL FFVLMPIXKFL , XK, XNORMF , 1)
FRLASTZYNAKME
FKBF 4 XNORMF

NG 92 Ji=y,N

XKL (JEYsXRFLOJT)

MAIN | ONP

IPASSz[PASSE+]
IF(IPASS=]IPMAXY 101,101,801
CONTINUE
TOECR=30

INDERIVEA

EVLAUATE THE JACOBTAN MATRIX

CALL JACORICXK,A)

DO 778 Lst,N

PRINT 7177, LALLMy, M21,N)
FORMAT(3H A(,12,4H,X)3,6(E12,5,1X))
CALL DECOMP(N,N,A,TP)

TEST FOR SINGULARTTY NF &

IF(TPINY) $Be,145, 182
PRINT 146
FORMAT(IH ,20(tH+), 184 SYNGULAR SOt UTINN
GO To a1y
NO A3 L=s{,N
XKI(L)=XK(l)
CaLL S(;‘LVF(NrNc Ay, ¥Ki,1PR)
V0 128 Tiaf,N
XKINIT(T1)=¥KE(1])

INNER LNOP,DETERMINATION NF EPSTLM

IPRINT=pR

CONTYINUF

XKNNRMzA

DO 115 teo=zf,N
T1asXK{]PYmEPSTLNRYKY (1)
XKNEWEI2) 2T
XKNORMSYXKNORMT2TH

131
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115 CONTINUF
IPRINT=IPRINT+
raLL EFVLMP(XK?,!KNFW,YNDRMF.IPRYNT)
114 FORMAT(7H XKNgWs, 6(E12,5,1Y%))
112 FORMAT(TH NORMSz,3(E12,5,1%X),3H Fz,E12.5)

o
£ SFE TF NORM QF F(K) I8 NDECRFASING
C
IF(YNDKME=FKBELY 125,106,116
C
c CFIX FOR SATURATED NOBRM
166 IF{XNUORMFaFKL ASTY 130,128,117
C
{16 TF{ANNRME=F KL AST)1308,130,117
117 IF(TOFRIVY 125,130,125
r
i OFCREASE FPSILN,NORM DEFREASING IDERIV [NF, @
C
130 FKLAST=XNNRMF

IDEFRSINECKR=1
IF(IDFER) 15“0135:111
150 CONTINLIE
PRINT 191
1514 FORMAT(36H UNARLE TO FTIND ERSILON SMALL ENOURH/Z/)
PRINT 1952, ((LL,XK27LL)),1Lal,N)
{52 FORMATIAHF (,12,2M)2,F12,5/)

GO TN Aunp
1314 EPSTUNZFPSILN/Z,
CPRINT 2458

205 FORMAT(1AH DECREMENT EPSTILON  /2/)

G0 O 1tw
C
C SEE IF DECRFASED FPSILN TO0 MUCH
¢ _
125 IFE(XNDRMF«F MMINY ROG,Bun, {2A
126 JE(TFIN=1)Y 127,138,127
127 INERIV=Y

DELSIZ72XNNKME=F K| AST

IF(NFESTZY 130,12R,128
C
r SHRINK FPSILN TOU MUCH,FINAL APPROXTHATION FOR EPSILN
C
128 COMTINUE
‘129 EPSTINRFPSTILN®EPSTI N
114 FORMAT (1AM EPSTLON FICKEN,Fz  ,E12,%)

IFIN=1

GO T tie
c
¢ .
C ACCEPT EPSTLN,SFT LiIp FOR NFW PASS TN MAIN LOOP
c
135 IF(XNDEMF=FNMINY BODP, 144,134
1364 IFInzQ

IF(EPSILN=1,)1387,138,137
137 ERSTLN=T,

138 CONTINUF
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DO 139 YTei,N

XKFL (T)=XxK2(]1)

XK{T)=XKNEWTT)

CONTINUF

FRKLASTSXNORME

FKAFAsXNQRMF

PRINT 140, IPASS, (XK(I),T21,N)
FORMAT(6H PASSE, T3,5H KXYz ,6(F1R,5,1X%7//7)
PRINT 114,FPSILN

O 7O 1e¢

CONTINUF

CALL ACCERT XKNEW,I600D)
IFLTIGNUNIREP , RY 2, AR

PRIMT 9@l [{T,XKNEW(TI)),Is{,N) :
FORMAT(IM ,/,16H SOLUTINN 18 RAD sOCTH ¥, 12,PH Y5, E12,.%9,/7Y)
1Ba0=1

GN YO 8114

PRINT G0, C(T,YRNEW(T)Y,T=1,N) .
FORMATIIN ,/,17H SOLUTION T8 GOOD k(%4 KI{T1,PRY=,E12.5,7))
GO TN a1
PRINT 9ynp
FORMAT(11H 10K PASSES )
CONTINUE

INORMa TNORMS
CHECK NIFFFRENT NORM CNMPUATTON

TFCINQRMN=-P) A3, R3Z,R1Z
CONTINUE
RETURN
FAND

SURROUTINE GECOMPIN,NDIM, A, IP)
NDIMENSTOM A(A,6),IP(4)

CACM ALGORTTHM 423 USED WITH S50LVE
LINEAR EQUATION SO VFRE USING LU DECOMPASTTTON

COMMON A12, 421,81 ,Y1F,Y3F,FTA
IP{NY={
no & K=1;N
IF(KeN) 85,5%,5%
CONTINUE
KPi=K+1
M=K
DO 1 I=kPi,N
TFEARSF(A(T,K)YmlBSFCAIM,K))V1,1,11
Mz T
CONTINUE
IP(K)=M
TF (M=KY 20,21,21
IPINYZ=IP(N)
COMTTHUF
T=A(M,K)
A(M,KYzAlTK,K)
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J0

A(k,K)=1
IFeTY2%,5,°8
CONTINUE
ng p I=2xP1,N
L{T1,K)zs=A(T,K) /T
NQ 4 JzkKPi,N
T=a (M, )
ALM, 1)sA (K, )
A(K;})?«T
TFE71)3%,4,33
CONTIRNUE
NG 3 J=RPI,N
ACT,J)=all, JY+a{T,K)»T
CONTINUFE
TF (ALK, RK)) R, b ,b
TR
CONTTHNUE
RETURN
FND
SURKNUTINE SNLVE (N, NNIM, 4,R, TP)

LINEAK ERQUATION SOIVFR USING LU PEENMPASTTION
CACM ALLORTTHM 423 1USED WITH DFEECAMP

NIMENSTON A(6,6),B8(6),IP(6)
COMMAN A12,ARP1,RL,Y1F,Y3F, ETA
TH(Nat) 29,9,99

NMY ENe1

NO 7 K= .MM

KPP 1aKe

Mz 1P {K)

TzRp({M)

R(M)=B(K)

R{K)=T

ng 7 l=xkP1,N
RET) =Bl A (T, K)+T.
nD 8 KRz1,NMt

KM{sN=KB

KakKMy+i

A{KY2BIRY/A(K,K)

TEanK’

No & I=191,KM1
R(I)eREI)+A{T, K)xT
Re1)=BE1Y/7A(1,1)
RETURN
END

134
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